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Judging people and events is something we do a lot of, and about a great many topics. This diversity of  judgmental topics is parallelled  (if not exactly equalled) by a diversity of judgmental models proposed by social psychologists. Typically, these are domain-specific frameworks that, seemingly, are quite unrelated to each other. Thus, major models of persuasion (Petty and Cacioppo, 1986; Chaiken, Liberman and Eagly,  1989) seem unrelated to major attributional models (Kelley, 1967; Jones and Davis, 1965; Gilbert, Trope and  Gaunt, 1999); which in turn, seem unrelated to models of stereotyping (Fiske & Neuberg  1990; Brewer, 1988), of group perception (Hamilton and Sherman, 1999; Sherman and Hamilton, 1999), or of statistical likelihood judgments (Tversky and Kahneman, 1974; Kahneman and Tversky, 1982).  


As an apparent exception to this disjunctivity, most judgmental models distinguish between two qualitatively-distinct modes of making judgments. This seeming commonality, however, only compounds the fragmentation, because each dual process model proposes its own pair of qualitatively distinct modes. Thus, a recent dual-process source-book edited by Shelly Chaiken and Yaacov Trope, 1999 contains 31 chapters of which most  describe their own, unique, dual-modes of judgment. Consequently, the current literature features nearly sixty (!) distinct  judgmental  modes . The picture they paint of  human judgment processes is quite heterogenous and divergent. 


 For something completely different, then, I would like to describe to  you  today an integrative model of human-judgment. This model unifies the two judgmental modes within the separate dual-process models and effects a unification across models as well; accordingly we call it the unimodel.


The unimodel accomplishes its integration by highlighting elements the dual modes within each model (and the various models across domains) share in common. Admittedly, merely identifying commonalities is easy. Even the most unlikely set of objects, people and events have at least some characteristics in common. The trick is to identify crucial commonalities that explain the target phenomena productively and carry novel implications. As I hope to show,  the commonalities addressed by the unimodel do just that. 

The Judgmental Parameters. 


Our proposal at once differs radically from "business as usual" and at the same time --is strangely familiar. It radically differs because we propose to replace close to sixty divergent modes of human judgment by just one. But we do not do it by invoking mysterious novel entities, no one has ever heard off before. To the contrary, our fundamental constructs are readily recognizable. Yet, their essential role in the judgmental process may have been obscured by their inadvertent confounding with a plethora of content-elements. These fundamental constructs concern the common parameters of human judgment.

By these we mean several dimensional continua represented at some of their values in every instance of judgment. We assume that these parameters are quasi-orthogonal (much like obliquely related factors in a factor analysis) and that they can intersect at different values. Informational-contents can be attached to each of these intersections. At some intersections the information will affect  judgments (i.e., it will be persuasive, convincing, and  produce judgmental change ). At other intersections it will not. According to the unimodel, whether it will or not has nothing to do with the informational contents per se and  everything to do with the parametric intersections to which the contents were attached. But this is getting ahead of the story. Instead, let me introduce the judgmental parameters,  show how they account for prior results and what novel predictions they afford. 


The concept of evidence. As a general background, we assume that judgments constitute conclusions based upon pertinent evidence. Such evidence is roughly syllogistic in form. It consists of contextual information that serves as a minor premise in a syllogism, for instance "Laura is a graduate of MIT". This may serve as evidence for a conclusion if it instantiates an antecedent of a major premise in which the individual happens to believe, e.g., "All MIT graduates are engineers", or "If one is an MIT graduate one is an engineer". Jointly, the major and the minor premises yield the conclusion "Laura is an engineer". 


1. Relevance. Viewed against this backdrop, our first parameter is that of relevance  by which is meant the degree to which the individual believes in a linnkage  between the antecedent and the consequent terms in the major premise. A strong belief  renders the antecedent and the information that instantiates it (in our example, knowledge that "Laura is a graduate of MIT") highly relevant to the conclusion. A disbelief renders it irrelevant. Consider the statement "All persons weighing above 150 lbs. are medical doctors". We all disbelieve this particular statement (I sincerely hope) and hence consider the information that a target weighs 162lbs. irrelevant to her being a doctor. We assume, not very surprisingly, that the greater the perceived relevance of the evidence the greater its impact on judgments. (Footnote 1)


The subjective-relevance parameter is the "jewel in the parametric crown", to which the remaining parameters are auxilliary. The latter  concern various enabling conditions that afford the realization of the relevance-potential of the "information given". 


  2. Perceived difficulty of the judgmental task.  An important such parameter is perceived difficulty of the judgmental task. This is determined by factors such as the length and complexity of the information , its ordinal position in the informational sequence, its saliency or accessibility, and our evolved capacity to deal with various information types (such as frequencies versus ratios, c.f., Gigerenzer and Hoffrage, 1995; Cosmides and Toby, 1993). The greater the processing difficulty the greater the effort required to realize the implications of the information given to the judgment at hand.


3. Nondirectional processing motivation. Another important parameter is nondirectional processing motivation , which determines the amount of effort one is willing to put into information-processing. The higher the degree of non-directional motivation the greater one's readiness to cope with difficult to process information.  


 4. Directional processing motivation. Where the person prefers particular conclusions over others, we speak of a directional motivation (see also Kruglanski, 1989; 1990). Numerous goals may induce such motivation including the ego defensive, ego enhancing and impression management goals discussed by Chaiken et al. (1989) but also other goals that render some conclusions desirable , e.g., prevention and promotion goals (Higgins, 1997), goals of self expression and self realization, of autonomy, altruism and social justice, etc. Much research suggests that directional motivation effects a processing bias toward desirable conclusions (see e.g. Kunda, 190; Dunning, 1999). It enables the use of subjectively relevant information that yields such conclusions, and hinders the use of information that yields the opposite conclusions. 


5. Cognitive capacity. Our final parameter is cognitive capacity determined by factors such as cognitive busyness or load, mental fatigue,  state of vigilance or alertness (e.g. as determined by one's circadian rythm) and so on. We assume that the less is one's cognitive capacity at a given moment, the less is her or his ability  to deal with information, particularly if doing so appeared difficult, complicated and laborious. 


To reiterate, each judgmental situation represents an intersection of these parameters at some of their values. Such intersection determines the impact that the information given will have on the judgment. (Footnote 2)

What About Contents?


They are an inseperable aspect of any judgmental situation. They constitute an input into the judgmental process and its ultimate output. We assume that contents per se do not matter as far as judgmental impact is concerned. What matters are the parametric intersections to which they are attached. Admittedly, contents may partially determine the parameter values, e.g. a given content may be perceived as more or less relevant, or more or less difficult to process. However, what ultimately counts are the parametric intersections,  not  the contents, because diverse contents may be attached to the same parametric intersection and they will all exert or fail to exert impact as function of the intersection to which they are attached. 


If we can agree that the judgmental parameters are important, we should also agree that they should be controlled for, before making claims for additional variables in the process(Miller and Penderson, 1999). Such controls are conspicuous in their absence from much dual process research.  Instead, such research typically confounds informational contents with parameter values. This allows the latter to furnish a massive alternative interpretation to dual process findings. In time remaining, I consider from this perspective dual-process work in three major areas: (1) persuasion, (2) attribution, (3) biases and heuristics. Other areas could be similarly analyzed, but there won't be time.

Persuasion


In a typical persuasion study, peripheral or heuristic cues are presented up front, and message arguments are given subsequently. Moreover, the message arguments are typically lengthier and more complex than the cues. All this may render the message arguments more difficult to process than the cues. Thus, past persuasion research may have confounded the contents of persuasive information (i.e. cues versus message arguments) with processing difficulty. That is, perhaps, why cues typically were persuasive under low processing motivation or capacity, and message arguments under high motivation and capacity. If that is true, controlling for processing-difficulty should eliminate these differences. And it does.


Processing difficulty and informational contents. We find that when the message is presented briefly and up-front it mimics the prior effects of cues. It too has  impact under low motivation or low capacity. Similarly, when the cues are lengthy/complex and appear late they mimic the prior effects of message information. They too are persuasive only under high motivation and capacity conditions, and not when motivation and capacity are low.


In one study brief source information (suggesting expertise or a lack of it via prestige of the university affiliation) was followed by lengthy source information (suggesting expertise or inexpertse via a lengthy curriculum vitae); orthogonally we manipulated cognitive load. (Figure here: When the cue information was lengthy its impact (difference between expert and inexpert condition), was wiped out by cognitive load (mimicking distraction effects on message argument information in prior research) when it was brief, however, its impact was greater under load vs. no load--replicating the effects of cue information under low elaboration conditions.).  


In another study, we found that brief initial arguments had greater impact under low involvement, mimicking prior findings for "peripheral" or "heuristic" information, whereas subsequent lengthy arguments had greater impact under high involvement replicating the typical message argument effect of prior research. 


Biasing effects of one information type on another. Within the dual-process models of persuasion-- systematic or central processing can  be biased by heuristic or peripheral cues. (Chaiken & Maheswaran, 1994; Bohner, Chaiken & Hunyadi, 1994; Bohner, Ruder and Erb (2001), Darke, Chaiken, Bohner, Einwiller, Erb, & Hazelwood, 1998; Mackie, 1987; Petty, Schuman, Richman & Strathman, 1993). This biasing hypothesis is asymmetrical. It is the heuristic or peripheral cues that are presumed to bias systematic or central processing, and not vice versa: Because heuristic or peripheral cues have typically appeared before the messagge arguments, it did not make much sense to ask whether they might be biased by processing message arguments. But the unimodel removes the constraint on presentation order and thus allows one to ask whether any information can not yield conclusions that may serve as evidence for interpreting (and in this sense, bias the processing of) subsequent information provided one was sufficiently motivated to consider it. And the answer appears to be: yes it could. 


We presented participants with an initial argument of high or low quality. Subsequent five arguments were all of moderate quality. We found that under high (but not low) processing motivation attitude toward the subsequent arguments (those constant for all the participants), and thoughts about these arguments were biased by the initial message and that under high (vs. low) motivation final attitudes were mediated by those biased thoughts. Thus, not only that cues or heuristics can bias the processing of message arguments, but also prior message arguments can bias the processing of subsequent message arguments. 


In a different study we found that under high processing motivation, early message arguments can bias the processing of subsequent source information, thus putting the usual sequence "on its head". Initial message biases attitudes toward the source and thoughts about the source, which in turn mediate the final attitudes. 


In summary, the contents of persuasive information do not matter; what matters are the parameter values (e.g. on the processing difficulty parameter). When these are controlled for, differences between peripheral/heuristic or central/systematic information-types are eliminated.  


Dispositional attibutions. Consider now a the classic problem of dispositional attributions. In this area, Yaacov Trope and his colleagues (Trope, 1986; Trope and  Alfieri, 1997; Trope and Liberman, 1998) outlined an influential dual-process model wherein the context information impacts behavior identification and dispositional inference in qualitatively different ways. At the behavioral identification phase--the effect of context is assumed to be assimilative or  "automatic" hence independent of cognitive resources, and irreversible  by invalidating information.  By contrast, the discounting of context in inferring an actor's disposition is assumed to be deliberative and resource-dependent. In support of these notions, Trope and Alfieri (1997) found that (1) cognitive load did not influence the effects of context upon behavioral identification whereas it eliminated the discounting of context in dispositional inference and (2) invalidating the contextual information had no effect on behavior identification whereas it again eliminated the discounting effect on dispositional inference.  


According to the unimodel,  behavioral identification and dispositional inference differ only in contents of the question asked. Behavior identification  concerns the question "What is it?" (the behavior, that is) whereas  dispositional inference --  the question "What caused it?". But if content differences are all  there is, how can one account for the differential effects of cognitive load on behavioral identification and dispositional inference? Once again, in terms of a confounding between processing-difficulty and question contents. Trope and Alfieri(1997) might have inadvertently selected a behavior-identification that was relatively easier to perform than the dispositional-inference, and that is why the former was performed more "automatically" than the latter, and independently of load. 


Recent  research supports this suggestion. First off, work by Trope and Gaunt (2000) themselves found that the dispositional task can be made easier (by increasing the salience of the situational information) and this totally wipes out the effects of load on dispositional inferences, i.e. renders dispositional inferences resource independent. More recent work by Woo Young Chun demonstrates that the reverse is also true. Namely, the behavior identification task can be made more difficult  which renders it resource dependent; moreover, under these conditions invalidating the contextual information does effect a revision of prior identifications.


As you can see, when the contextual information is salient (as in the Trope and Alfieri research-- cognitive load does not make a difference, and the behavioral identification is assimilated to the context regardless of load. However, when the contextual information is less salient (hence, the information processing task is  more difficult) the effects of context are eliminated by load.


We also find that in the high saliency condition (where processing was easy, and hence relatively automatic), participants' identification of the ambiguous behavior was independent of subsequent invalidation. This finding nicely replicates Trope and Alfieri (1997). However, in the low saliency condition (where processing difficulty was greater, causing greater awareness of the process), behavior-identifications significantly depended on validation. When  the context was invalidated, it no longer had an effect on identification. 


These data together with Trope and Gaunt's (2000) findings obviate the need to posit qualitatively distinct judgmental processes for behavior identification versus dispositional inference. Rather, we see that when the parameter of processing difficulty is controlled for (as well it should be)--the putative processing differences between these phases are eliminated.

Biases and Heuristics 


One of the most influential research programs in judgment and decision making has been the "biases and heuristics" approach instigated by the seminal work of Amos Tversky and Danny Kahneman. This heuristics-and-biases view implies that there is something qualitatively distinct about the use of heuristics versus statistics. A different perspective is offered by the unimodel. According to this view, "heuristics" and "statistics" are two content-categories of inferential rules. Other than that, their use and impact should be governed by the same, by now familiar, parameters. 


Relevance. Consider the ubiquitous "lawyer and engineer" problem. In a typical study, participants are given individuating information about a target and about base-rates of engineers and lawyers in the sample. In judging whether the target is an engineer, for example, the participant might use a "representativeness" rule whereby "if target has characteristics a, b, and c, he/she likely/unlikely to be an engineer". Alternatively, she might use a "base rate" rule whereby "if the base rate of engineers in the sample is X, the target is likely/unlikely to be an engineer". The original demonstrations by Tversky and Kahneman evidenced substantial base-rate neglect. The question is why ? Our analysis suggests  that the constallation of parametric values in T and K studies might have favored the "representativeness" over the "statistical" rule. For instance, it could be that participants perceived the "representativeness" rule as more relevant to the judgment than the "base rate" rule. But the relative relevance of rules can be altered or reversed, of course. Research conducted over the last two decades strongly supports this possibility. For instance, work on conversational relevance established that framing the lawyer-engineer problem as "statistical" or "scientific" significantly reduced the base-rate neglect (Swarz, Zukier, Hilton and Slugosky). In present terms, such framing may well have increased the perceived relevance of the statistical information to the judgment . 


Another way to accomplish the same  is to alter the "chronic" relevance of the statistical information by teaching statistical rules, and hence strengthening participants' beliefs in "if then" statements linking  statistics to likelihood judgments. This too has been successfully done. Thus, research by Nisbett  et al. (1987) and more recently by Seddlemeier (1999) has established that statistical reasoning can be taught and that it can result in increased use of statistical information. As Seddlemeier recently summarized it (1999, p. 190) "The pessimistic outlook of the heuristics and biases approach cannot be maintained.. Training about statistical reasoning can be effective..". 


Accessibility. The "psychological" context of early base-rate neglect studies might have rendered the statistical rules not only less subjectively relevant but also less accessible in memory. In one study, prior to exposing participants to the lawyer/engineer problem we  primed them with words that call to mind statistical information such as "random". "percentage" and "ratio". As you can see, in the no-priming control condition, we robustly replicate the base rate neglect. However, in our statistical priming condition, sensitivity to base rates is much increased in that participants significantly distinguish now between the two base rates. 


Processing difficulty. Just as with the processing of message and cue information in persuasive contexts, the processing of statistical and representativeness information may be affected by its length and complexity. In the original demonstrations --the base rate information was presented briefly, via a single sentence, and up-front. The case information followed and was presented by a relatively lengthy vignette. If we assume that participants in those studies had sufficient degrees of processing motivation and cognitive capacity--they may have been inclined to process the lengthier, more difficult to digest,  information and hence might have given it considerable weight, just as in classic persuasion studies the lengthier, later appearing message information had the greater impact under high motivation or capacity. 


But if processing difficulty is what matters, we should be able to vary the use of statistical information, by varying its processing difficulty. To accomplish this, in one condition we presented the usual sequence of brief base-rate information followed by extensive case information. In our novel condition we presented brief case information followed by more extensive base-rate information. Participants in that condition read that: 


"We collected data regarding a group of people. One member of the group is Dan. His hobbies are home carpentry, sailing and mathematical puzzles. (this constituted the brief presentation condition) He was drawn randomly from that group of people. The group included 14% criminal lawyers, 6% trade lawyers, 9% mechanical engineers, 4% patent lawyers, 10% human rights lawyers, 11% electrical engineers, 12% public defense lawyers, 8% divorce  lawyers, 10% nuclear engineers, 16% tax lawyers." (this constituted the lengthy and complex presentation condition) Participants' task was to judge the likelihood that the target was en engineer.


As you can see, when the base-rate is presented briefly and upfront --it has an advantage under cognitive load (just like peripheral cues under low elaboration conditions) where  participants in the 70%  (M=62.00) differ significantly from participants in the 30% (M=43.33); in the absence of load there is no significant difference between these two conditions (M=76.67, and M=62.22, respectively). 


A very different pattern of results obtains with the lengthy/complex base-rate information. Here, the load constitutes a handicap not an advantage. Specifically,  base-rates have no effect  under load (M=50.00 and M=42.86 respectively). They do, however, in the absence of load (just like message arguments typically did under high elaboration conditions) where participants in the 70% engineer condition (M=61.25) are significantly more likely to estimate that the target was an engineer than participants in the 30% engineer condition (M=34.29). 


In short, it appears that the use of statistical and nonstatical (i.e., heuristic) information is governed by the very same parameters that determined persuasion or attribution. There seems to be nothing special or qualitatively different about the use of "statistical" versus "nonstatistical" information.

Conclusion

The theory and data I have presented support the idea that human judgment is determined by an intersection of several dimensional parameters, present at some of their values in each and every instance of judgment. (Footnote  3). This notion offers a number of advantages.  


1. It is simpler and more parsimonious than prior notions.


2. Its predictions are supported, when pitted against the dual mode       conceptions.


3. It is more flexible than prior notions (in suggesting e.g. that any information can appear anywhere in the sequence considered by the knower, , that any information type can be processed effortfully or effortlessly, and that any information can be impactful or not under the appropriate conditions). 


4. It suggests a novel research direction of re-focussing theoretical and empirical work in the human judgment field from judgmental contents to judgmental parameters.


I would like to close with a note of appreciation for the dual process models. Though we have proposed a general alternative to these formulations--we hardly think they should not have happened or that they did not make fundamental contributions. Quite to the contrary, we feel that they were extremely important, that they moved the science of human judgment a long way, and that they solved important problems and identified important phenomena. Tthe unimodel has benefitted immensely from concepts, findings, and methodological paradigms developed by the dual process theorists and its formulation would not have been possible otherwise. In that sense it merely carries the work that they had initiated one step further. 

(Footnote 1). A comment is in order with regard to our assumption of "syllogistic" "if-then" reasoning on part of the lay knower. We are not proposing that human reasoning is "rational" in the sense of necessarily yeilding a correct conclusion (for discussion see Kruglanski, 1989a, b). For the premises one departs from may be false, and the conclusion is constrained by the premises.  Thus, one may depart from a premise such as "if the shaman executes the rain-dance, it will rain" that others might dismiss as irrational, as they might the belief that it will rain given that a rain-dance has been performed (see also Max Weber, Cole and Scribner, ). This does not vitiate the subjective syllogistic relevance for the believer of a "rain dance" to "subsequent raining". 

Nor are we assuming that human beings are strictly logical, which proposition is belied by 30 years of research on the Wason (1966) card problem. Thus, people may incorrectly treat an implicational "if a than b" relation as if it was an equivalence relation implying also that "if b then a". Furthermore, people may be more correct in recognizing the implicational properties of concrete statements in familiar domains rather than of abstract, unfamiliar, statements (Evans, 1989). None of this is inconsitent with the notion that persons generally reason from subjectively relevant rules of the "if-then" format (see Mischel and Schoda, 1995.) that may or may not coincide with what some third party (e.g., the experimenter) had intended.
(Footnote 2). Are these parameters all the judgmental parameters there are? In other words, is this parameter set exhaustive ? There can be no "money back" guarantee on that. Like all scientific endeavors, the unimodel too constitutes "work in progress". All I can say, however, is that the present parameter set does a good job of accounting for previous judgmental data, and of yielding new, testable, predictions.
(Footnote 3). The foregoing analysis focussed on content-confounds within major dual process models. How about content-free dual process models, however? Our analysis is not incompatible with the possibility that some dual-process will prove to be valid, but it suggests that we approach each such candidate model with caution. The most general content-free dual process model available today rests on the distinction between associative versus rule-based judgments (Sloman, 1996; Smith and DeCosta, 2000). However, as Sloman (1966) himself noted, any putatively associative effect can be reinterpreted in terms of a rule-following process. Furthermore, the fact that some inferences may occur very quickly, outside the individual's conscious awareness and with only minimal dependence on cognitive resources (as in the work of Uleman on spontaneous trait-inferences) does not imply a qualitatively separate cognitive process. Some "if then" inferential rules may be overlearned to the point of automaticity (Bargh, 1996), and Uleman's spontaneous inferences are "if then" inferences after all. In terms of the unimodel the relevant information in such "automatized" cases would be characterized by very low degrees of processing difficulty, and hence require very low degrees of processing motivation and cognitive capacity. Also, according to the unimodel, semantic associations alone do not a judgment make, because not all associations that come to mind are relevant to the topic at hand. For instance, imagine that you observed John smile. This may evoke the associations "friendly", and also the memory of a teeth bleeching ad claiming to improve the quality of one's smile. Only the former but not the latter association, of course,  would affect the judgment that John is friendly because of the subjective relevance of "smiling" to "friendliness". The moral of the story is that associations would affect judgments only if they activated (subjectively) relevant "if then" rules and not otherwise. According to this argument, associationistic processes need not be viewed as a qualitative alternative to a rule-following process assumed by the unimodel. Associations may activate certain constructs, hence making them accessible, but only those among the activated constructs that are also subjectively relevant would be used in judgment-formation.  
