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Abstract

The present article describes a two-systems model which explains social behavior as a joint function of reflective and impulsive processes. In particular, it is assumed that social behavior is controlled by two interacting systems that follow different operating principles. While the Reflective System generates behavioral decisions that are based on knowledge about facts and values, the Impulsive System elicits behavior through associative links and motivational orientations. The proposed model describes how the two systems interact at various stages of  processing and how their outputs may determine behavior in a synergistic or antagonistic fashion. The implications of this Reflective Impulsive Model (RIM) are applied to various phenomena from social psychology and beyond. Extending previous dual-process accounts, the current model is not limited to specific domains of mental functioning and attempts to integrate cognitive, motivational and behavioral mechanisms.

Introduction: Whatever Happened to Akratic Behaviors?

Ever since the Greek philosophers, students of human behavior have been puzzled by the fact that what people do is not always in line with what they believe is good for them. Under the name of “akrasia,” Socrates, Aristotle, and Plato extensively discussed this phenomenon and its implication for the idea of “free will.” In psychology, it was Freud who addressed this issue and suggested  replacing the idea of an autonomous self with a more complicated mental apparatus consisting of three interacting components. 

Since then, psychology has advanced on both theoretical and empirical grounds. At the same time, however, the old puzzle of akratic behavior disappeared. Instead, human behavior has been explained in the context of theoretical traditions in which the “weakness of the will” (Gosling, 1990) is not an issue. A split between theories that construe behavior either as the consequence of a rational choice or as an inborn or conditioned response has left no place for akratic action. 

In the present paper, we try to mend this theoretical schism by proposing a unified approach to social behavior. In particular, we suggest that behavior is determined by two systems of processing that operate in parallel and interact at various stages. Specifically, we assume that social behavior is a joint function of both reflective and impulsive mechanisms which may support or inhibit each other.

We will describe two paradigms of psychological theorizing to provide the background against which the proposed model will be discussed and applied to current issues in social behavior.

Economic and Biological Approaches 

There are two prototypical ways to account for human behavior. The first is based on the assumption that humans (and to some degree other primates) are endowed with reason and insight. What they do can therefore be construed as ”reasoned action” (Ajzen & Fishbein, 1980) whose mental precursor is a decision or a choice. As Ajzen (1996, p. 298) has recently put it, acting ”involves a choice even if the alternative is taking no action and thus maintaining the present state." To understand what people do it is therefore useful to study their reflective judgments as precursors to their choices. 

We can call this the economic paradigm, because it includes the assumption that choices are rational because they maximize people’s utility. To predict a particular course of action, observers need to know the perceived value of potential outcomes and the subjective likelihood that they can be achieved. While most economists have applied this utilitarian model to the exchange of goods and services for money in competitive markets, some have extended it to other domains, such as decision-making in general (e.g., von Neumann & Morgenstern, 1947) or the dynamics of ”human capital,” such as families, crime, and addiction (Becker, 1976).

In psychology proper, this expectancy-value perspective has influenced a great number of theoretical approaches (for a review, see Feather, 1982). Most prominently, perhaps, Fishbein and Ajzen’s theories of ”reasoned action” (Ajzen & Fishbein, 1980) and of ”planned behavior” (Ajzen, 1988) have invoked this model to specify the influence of attitudes on human action. Also, Bandura included central elements of the economic paradigm (e.g., the assessment of the outcome of an action and the probability of its success) into his theory of social learning (Bandura, 1977).

The second possibility of explaining behavior does not resort to human reason. Instead, the simple fact that homo sapiens is a living creature is seen as providing the basis for invoking principles that apply to all organisms. In this biological perspective, theories focus on inborn or “instinctive behaviors” and on behaviors that are acquired as a function of interactions with the environment (”learned behaviors”). 

Under the name of ”ethology,” the study of instinctive behavior became an established field of biology (see Lorenz, 1966; Tinbergen, 1951), although its influence on psychology remained very limited for a long time (for an exception, see McDougall, 19081). Beginning in the 1970s, however, “sociobiologists” (e.g. Wilson, 1975) emphasized the importance of inherited behaviors from an evolutionary perspective. As a result, psychologists (e.g., Cosmides, 1989; Buss, 1995) have applied the Darwinian perspective to a wide range of human social and cognitive behaviors that are believed to have evolved as a function of their adaptive value.

While ethologically oriented theories emphasize the rigidity and stability of inborn behaviors, other models focus on their malleability and change. Assuming that stimuli and responses may be flexibly connected, associationist theories of learning (e.g., Hall, 1991; Wasserman & Miller, 1997) propose that even complex patterns of behavior in different species may be built on simple principles of conditioning. Specifically, researchers demonstrated that new stimuli may acquire the potential to elicit a preexisting response if the new stimulus is paired with the old stimulus while the behavior is being evoked (Pavlov, 1927). 

For a second type of learning, however, no preexisting link between stimulus and response was deemed necessary. Instead, new associations were shown to depend on the consequences of the response ("law of effect") and on its practice ("law of exercise") (Thorndike, 1911). In particular, it was postulated that any stimulus that occurs in close contiguity to a response may become an elicitor if the behavioral response is associated with the reduction of a need. As a result of more frequent ”reinforcements,” a habit may be formed and strengthened (Hull, 1943). In summary, the biological paradigm explains the behavior of humans (and of other organisms) as a function of inborn or learned connections between sensory input and motor output. 

While theories within both the economic and the biological paradigm have been refined and modified, they differ on one important aspect, namely, whether people are assumed to possess knowledge about the world and about themselves that manifests itself in their judgments and beliefs. This specifically human capacity (also found in some primates), which seems to depend on a sufficient cortical development, is at the very core of the economic paradigm,2 in which action is preceded by an assessment of both value and probability. In contrast, biological explanations of human behavior dispense with mediating judgments or beliefs and require less developed neural structures (Hebb, 1949).

Action as a Consequence of Evaluation

The economic paradigm has long played a dominant role in explaining social behavior. For a very long time, social behavior was understood as the consequence of an attitude traditionally defined as the evaluation of a target (e.g., Thurstone & Chave, 1929; Fishbein & Ajzen, 1975). Because it was taken for granted that people’s actions follow from their evaluations (Allport, 1935), it came as a great surprise when a growing body of evidence cast doubt on the assumption of a simple attitude-behavior relationship (LaPiere, 1934; Wicker, 1969). In response to these findings, research has produced modifications to the overstated claim of the economic paradigm (e.g., Fishbein & Ajzen, 1974; Fazio, 1986). 

For example, Ajzen and Fishbein (1977) provided evidence that in order to identify the relationship between attitudes and behavior, we must measure the two constructs at a comparable level of abstraction. Another qualification stems from research that focuses on the mental mechanisms underlying attitudes, in particular their cognitive accessibility. Fazio and colleagues (Fazio,Chen, McDonel, & Sherman,1982) showed that an attitude must be "accessible" to determine behavior. Despite these qualifications, these approaches still maintained the basic tenet that behaviors follow from attitudinal evaluations. More recently, however, some deviations from the economic model have been observed. One such digression is the concept of ”implicit attitudes” (e.g., Greenwald & Banaji, 1995; Wilson, Lindsey, & Schooler, 2000), which are conceived as mental representations that are consistent with an evaluation. However, an individual is unaware of their origin, they are automatically activated whenever the attitude object is encountered, and they are believed to exert their influence primarily on responses that are typically not under intentional control (e.g., facial expressions) or not understood as conventional expressions of attitudes (Wilson, Lindsey, & Schooler, 2000). 

Of course, this insight has influenced how social psychologists conceptualize the causation of behavior. While an explicit assessment of expectancy and value served as a necessary antecedent of behavior in previous theories (e.g. Bandura, 1977; Fishbein, 1980; Ajzen, 1991), recent models have acknowledged a more direct attitudinal influence. For example, Fazio’s (e.g., 1990) MODE model assumes that attitudes may influence the perception of a situation. The evaluation emerging from implicit mechanisms is assumed to be the basis of the behavioral decision.

Action without Evaluation

However, there is ample evidence that behavior can occur without decision processes resulting from considerations of expectancy and value. Specifically, this applies to three steps of a behavior: its onset, its execution, and its termination (see also Kuhl & Goschke, 1994). 

Several lines of evidence demonstrate the existence of behaviors that are not caused by decisions. First, conditioned and unconditioned reflexes may occur without an assessment of expectancy and value. People’s subjective experience, the speed with which the behavior unfolds, and the difficulty in inhibiting the response (e.g. eye blink or startle response; Lang, 1995) indicate that the behavior is not the result of a decision based on this kind of assessment. In a related vein, evidence from the field of motor-skills (e.g., Colley, 1989) suggests that highly trained action-chains can be activated automatically by the previous parts of the action or situational conditions.

Second, in the case of extreme deprivation, basic needs such as thirst or hunger may drive a person to act against what is positively evaluated. An often-cited example is the shipwrecked physiologist whose thirst drives him to drink salt water although he knows that this may kill him. 

Third, neuropsychological studies demonstrate that patients suffering from lesions of the frontal lobe compulsively grasp and use objects that are put in front of them, even if they try to prevent these behaviors from occurring (Lhermitte, 1983; Shallice, Burgess, Schon, & Baxter, 1989). 

Finally, several studies (e.g., Dijksterhuis, Bargh, & Miedema, 2000; Zajonc, Adelman, Murphy, & Niedenthal, 1987) show that people imitate the gestures, postures, or facial expressions of others without being aware that they are mimicking behavior (Dijksterhuis & Bargh, 2001). 

But even if a behavior is initiated by a decision, nondecisional processes may determine its subsequent course. For example, the speed with which people walked out of a room was found to be influenced by a subliminal activation of the elderly stereotype. Specifically, participants in a study conducted by Bargh and his collaborators (Bargh, Chen & Burrows, 1996) walked more slowly if they were subliminally primed with this stereotype, while post-experimental interviews did not detect any awareness of the priming procedure or reasons for their slow walking pace. 

Another striking illustration of nondecisional processes is people’s inability to terminate an ongoing behavior. Labeled “perseveration,” this phenomenon describes instances in which humans and other animals engage in a specific behavior longer than would be appropriate with respect to their goals or states of the environment. In animals, instinctive behaviors have been shown to be highly perseverating. An example is the greylag goose, who recovers eggs that have dropped out of the nest by rolling them back. However, if the egg is experimentally removed during the execution of this behavior, the goose finishes the action despite the fact that it no longer serves the original goal under the changed conditions of the environment (Tinbergen, 1951). Such perseverance can also be observed in humans. For example, patients who suffer from frontal lobe damage sometimes adhere to behavioral strategies although they know that these strategies are no longer successful in solving tasks (i.e. in the Wisconsin Card Sorting Test; Lombardi et al., 1999). The same phenomenon can be observed in young children (Zelazo, Reznick, & Pinon, 1995).

Perhaps the most radical shortcut in the decision process is described by the so-called ideo-motor principle (Lotze, 1852; James, 1890), which has recently received new attention (e.g., Dijksterhuis & Bargh, 2001). The ideo-motor principle postulates a direct link between perceptions or imaginations and complex social and nonsocial behavior. The operation of this principle merely requires the activation of a particular concept, but not a decision, to trigger a particular action.

Problems with the two Approaches

Taken together, the evidence described suggests that the onset, execution, and termination of social behavior may occur without a preceding assessment of expectations and values, evaluations, or even intentions. As a consequence, the economic model, which uses people’s values and expectancies as its sole determinants, is hardly able to account for these behaviors. Its role as a unifying theory of social behavior is therefore in question.

The biological perspective is also deficient in capturing the whole range of behavioral phenomena. Too much evidence indicates that expectations, evaluations and intentions often play a role in determining what people do. This suggests that elements from both models are needed for a complete understanding of social behavior.3 

In this article, we present a model that attempts to account for social behaviors as the joint result of two interacting systems. In addition to other elements, the two systems include components from both the economic and the biological approaches. Although the proposed model can accommodate a great variety of behavioral manifestations, it is specific enough to be empirically tested. 

Specifically, we will suggest a model of social behavior that consists of a reflective and an impulsive processing system. We will begin by describing the basic properties of this “Reflective-Impulsive Model.” Next, we will explore various types of interactions between the two systems, and will conclude by applying the model to a variety of phenomena in social psychology.

It is important to note that the contribution of the present paper is not the distinction between a deliberate and an association-based type of processing. In fact, this kind of distinction has been proposed previously by other researchers (e.g., Sloman, 1996; Smith & DeCoster, 2000). Instead, the current model is meant to provide a more detailed theoretical formulation of the mechanisms that underlie the two types of processes, a formulation that is tied to physiological as well as cognitive research. Moreover, the present model is intended to conceptually integrate a number of existing theories and empirical phenomena that have historically been considered in isolation. The Reflective-Impulsive Model has some unique implications for these and other phenomena. Finally, by including direct links to behavior, the model provides a framework for phenomena neglected by contemporary social psychology.

Basic Properties and Functions

For reasons of clarity, the proposed model will be described in 11 theses.

Thesis 1: Basic assumption. Social behavior is the effect of the operation of two distinct systems of information processing: a Reflective System and an Impulsive System. The systems can be specified by different principles of representation and information processing. 

Social cognition and behavior can be explained most efficiently4 by postulating the operation of two mental systems that differ with respect to their structural components, the processes that operate upon them, and states of the systems that have a certain stability. In particular, we distinguish between a Reflective System and an Impulsive System (see Fig. 1 for a schematic overview). Similar distinctions are proposed in other two-systems theories dealing with cognitive processes (for a review, see Smith & Decoster, 2000). In particular, the current proposal is related to a framework suggested by Marcia Johnson and her associates, (e.g., Johnson & Hirst, 1993). Their model of memory distinguishes between reflective and perceptual systems that interactively produce recollections that may include information about the origin of the information. However, the scope of the present model goes beyond cognitive and recollective processes. Its primary focus is on behavior as both a dependent and an independent variable.

In the Reflective System, behavior is elicited as a consequence of a decision process. Specifically, knowledge about the value and the probability of potential consequences is weighed and integrated to reach a preference for one behavioral option. If a decision is made, the Reflective System controls its realization through a self-terminating mechanism labeled “intending.”

To control action through decisions and intending, the Reflective System constructs and transforms knowledge. To achieve this goal, perceptual input must be translated into knowledge by being assigned to a semantic category. Note that it is not sufficient to activate information from the associative store. Instead, what needs to be generated is a representation with a propositional format and a truth value. This makes possible the application of syllogistic rules, the drawing of inferences, and communication. Operations of the Reflective System are accompanied by a noetic state of awareness, which consists of knowledge that something is or is not the case.5 A noetic state of awareness may be accompanied by an experiential state of awareness, which consists of a feeling. 

The Reflective System is flexible and can solve a multitude of tasks, such as reasoning, planning, or mental simulation. Reflective processes may result in overt behavior through judgments, decisions, and intentions. The Reflective System is slower than the Impulsive System and requires attentional resources. 

Enter Fig. 1 here

In the Impulsive System, perceptual input initiates associative processes that are linked to motor schemata which may elicit overt behavior. As described in James’ (1890) ideo-motor principle (see also Lotze, 1852), a behavior may be elicited without the person’s intention or goal. More precisely, activation is assumed to spread unidirectionally from a perceptual unit to an associative store, and bi-directionally between the store and the motor units. Associations are formed according to episodic and semantic principles. In particular, representations that are activated in close temporal and spatial contiguity will be associatively linked. Moreover, contiguous activation in reflective operations creates associations that reflect semantic similarity.

In essence, we assume that the associative store of the Impulsive System works like a simple memory system (see Johnson & Hirst, 1993). Once a specific representation is activated, it leaves behind "traces." The simplest consequence is that the same representation can be activated more easily the next time the represented object is encountered. At the same time, the relative ease with which the search is conducted creates a feeling of familiarity associated with the target of the search (cf., Whittlesea, 1993). Moreover, if two representations are paired, activation of one will follow upon the activation of the other. The accessibility of a stored representation depends on the recency and frequency of its activation. The Impulsive System has low flexibility, but is fast and needs no attentional resources.

Processing may be accompanied by a perceptual or an experiential state of awareness. That is, without necessarily knowing its origin, people may experience a feeling with its distinct phenomenal quality. For example, a person may have a visual perception of lightness or darkness, a pleasant or unpleasant feeling, or the experience of pain or familiarity without knowing the concepts or categories of light, pleasantness, pain, or familiarity. Of course, this sparse conceptualization calls for elaboration. What follows is therefore a more detailed description of the central elements of the systems.

Thesis 2: Parallel operation. Both systems operate in parallel. However, there is an asymmetry such that the Impulsive System is always engaged in processing (by itself or parallel to operations of the Reflective System) while the Reflective System may be disengaged.

The present model assumes that information entering the perceptual gates will always be processed in the Impulsive System. However, the impact of that information depends to a great extent on the preactivation of those structures in the Impulsive System in which the information is represented. Depending on its intensity and the attention it receives, a stimulus may also enter the Reflective System. In that case, impulsive and reflective processing occurs in parallel. 

Both systems are linked to motor schemata that may produce behaviors. If the same behaviors are elicited, the two systems operate synergistically. However, the systems may also generate opposing or incompatible behaviors. In this case, the two systems operate antagonistically.

One example of a synergetic effect is intrinsic motivation (Lepper & Henderlong, 2000; Ryan & Deci, 2000). A positive feeling that emerges from performing an instrumental task will facilitate its execution, even if an external reward undermines the intrinsic interest. Antagonistic effects are apparent in the case of temptations, where impulses facilitate behaviors that are incompatible with deliberate evaluations. More dramatically, phobic behaviors exemplify situations in which avoidance reactions are elicited even though the person knows that his or her safety is not threatened. In a related vein, obsessive-compulsive behaviors are examples of an actor’s inability to inhibit unwanted actions that have become habitualized. Note that in the case of phobic behavior, impulsive avoidance cannot be overcome by reflective decisions, while in the case of obsessive-compulsive behavior, impulsive actions cannot be inhibited. Thus, both impulsive action or inaction can be incompatible with reflective decisions. Other examples of impulsive inhibition and action are addictive behaviors and chronic procrastination. 

Additionally, the two systems may generate conflicting responses on a representational level. While in most cases pertinent knowledge is activated and simultaneously blends with immediate experiences, there are situations in which experiential and noetic awareness point in different directions. Phantom pain, for example, plagues people who know that the experienced source of the pain no longer exists. Less dramatic is the case of perceptual illusions. Although we know that we are mislead by the Muller-Lyer illusion, the segment between the arrows still appears to be shorter (Sloman, 1996; Strack & Gonzales, 1993).

Thesis 3: Capacity. The Reflective System requires a high amount of cognitive capacity. Therefore, distraction will interfere with its operation. In contrast, the Impulsive System requires little cognitive capacity and may control behavior under suboptimal conditions. As a consequence, processes of the Reflective System are disturbed more easily than those of the Impulsive System.
The greatest advantages of the Impulsive System are that it is fast, requires no or little cognitive effort, and has a low threshold for processing incoming information. At the same time, the Impulsive System has little flexibility. This means that the system is able to produce behavioral responses even under the most adverse circumstances, such as stress, time pressure, low motivation, depleted attention, etc. However, the responses may not take mediating circumstances into account. For example, drivers under stress may hit the brakes if they see a red light, even if the red light turns out to be a reflection without any significance. 

Representation and Processing of Information

Thesis 4: Relations between elements. Elements in the two systems are connected by different types of relations. In the Reflective System, elements are connected through semantic relations to which a truth value is assigned. In the Impulsive System, the relations are associative links between elements and are formed according to the principles of contiguity and similarity. 

This thesis states a core assumption of the Reflective-Impulsive Model and has a wide range of consequences for both the representation and the processing of information. We will focus first on different types of representation and of information processing in the two systems, and then describe some important consequences of these differences. 

The world as well as inner states of the organism are represented in different ways in the two systems. In the Impulsive System, information is represented in patterns of activation in a simple associative network. In particular, activation is assumed to spread from the perceptual input to those elements that are connected to the perceptual qualities. In contrast, the Reflective System is capable of forming relations by connecting one or more elements through the instantiation of relational schemata to which a truth value is attached. The result is a propositional categorization of a perceptual input. For example, perceiving an apple will spread activation in the Impulsive System to the concept of “apple” if such an associative link has been established through previous exposure. In the Reflective System, the relation of category membership is applied to the concept and the perceptual input. In addition, the truth value “true” is assigned to this relationship. Note that in the Reflective System it is also possible to assign the truth value “false” if the relationship of category membership is applied to a non-apple and the concept of an “apple.” Of course, representations in both systems are ultimately implemented within a neuronal network, while the difference between simple associations and propositional representations therefore refers to the computational level of cognitive modeling (Marr, 1982).6
As mentioned previously, the different types of representation are accompanied by different kinds of awareness. Whereas the Reflective System generates knowledge about what is the case (“noetic awareness”), the Impulsive System produces subjective experiences that have no specified referent (“experiential awareness”). Of course, both types of awareness may be active simultaneously.
Associative Links and Structures in the Impulsive System

To understand how states of the world are represented in the Impulsive System, we must describe its features in more detail. We will first discuss the general nature of the Impulsive System, explaining how and between which elements links are created. After that we will illustrate information processing and representation in the Impulsive System. 

In this model, the Impulsive System is conceived as a simple associative network in which elements are linked with one another according to their temporal and spatial contiguity. In accordance with most other associative-network models (see Smith, 1998), we assume that the links between elements have different strengths that are stable and change only gradually through learning. If an element is activated, activation spreads to other elements in proportion to the strength of the link. Thus, the activation of elements in the network can vary rapidly, depending on the recency and frequency of previous activation. 

In general, links are created or strengthened if stimuli are presented or activated in close temporal or spatial proximity. The resulting links reflect correlations between aspects of the environment and cognitive, affective, or motor reactions, without representing the causes of such multimodal correlation. As a consequence, structures emerge in the Impulsive System that bind together frequently co-occurring features and form associative clusters. 

Associative links can also be formed through reflective operations. This is possible because every propositional representation in the Reflective System activates corresponding contents in the Impulsive System (see Thesis 2). As a result, elements that do not co-occur in reality but are often related to each other in the Reflective System will also become associatively linked in the Impulsive System. Thus, through frequent propositional categorizations, semantic concepts and structures will emerge in the Impulsive System. It is important to note that the links in the Impulsive System, different from some other network models (e.g., Collins & Quillian, 1969), are not assumed to have any semantic meaning by themselves. Therefore, the only "relation" between two or more elements is that of a mutual activation. 

For example, if we see an elderly person, specific perceptual features such as hair color or body posture may activate specific elements in the Impulsive System (see Fig 2). Because such elements have previously been paired with other features that are correlated with advanced age, a whole cluster of "elderly features" will be activated. As a consequence, contents of the elderly stereotype will be more accessible and may guide subsequent reflective processing. For example, the concept of slowness may become activated in the Impulsive System and reflect our direct or indirect experiences with elderly people.

Enter Fig. 2 here

Although the connections between elements in the Impulsive System do not carry a truth value and do not reflect declarative knowledge about elderly people being slow, the associative link between "elderly" and "slow" may bias perception and facilitate behavior if it is activated. Moreover, it is possible that motor programs that have been executed frequently in connection with elderly people in the past may again be activated. Research on the connection between perception and behavior indicates that semantic concepts can be directly connected to motor programs. Finally, an experiential awareness in the form of specific affect may also be elicited. 

These associative clusters in the Impulsive System can be hierarchically structured and represented at different levels of abstractness. As a consequence, clusters may resemble either concrete perceptual concepts or abstract semantic concepts or schemas. One example is a situation in which a person is growing familiar with new social groups (e.g. when moving to a foreign country). At first, the newcomer might notice that certain colors and shapes co-occur in other people’s clothing. According to the present model, associative clusters that link these shapes and colors will gradually emerge in the Impulsive System. As the person learns more about his or her new environment, other properties that correlate with these perceptual features will also become part of such clusters.

The Generation of Knowledge through Propositional Categorizations and Syllogistic Inferences in the Reflective System 

Because we assume that the Reflective System is governed by distinct representational and operational principles, we will examine questions about these operating principles and the formation of propositional categorizations. Also, we will discuss where the contents are stored and will try to identify the criteria that lead to the assignment of a specific category to an element. 

In contrast to the Impulsive System, the Reflective System has the properties of a short-term memory in which declarative knowledge is generated through propositional categorization and transformed using syllogistic rules. Unlike simple associative links and structures, knowledge in the Reflective System consists of one or more elements to which a relational schema is applied. Most importantly, a truth value is assigned to that relation. As a consequence, this system represents states of the world or the organism in a propositional format. In this endeavor, the Reflective System is driven by the principle of consistency as it strives to avoid or remedy inconsistencies between its elements. An important feature of representations in the Reflective System is that they can be flexibly generated and changed.

How are such representations generated? We assume that the elements of the proposition - i.e., one or more concepts and the relation that is applied to them - are retrieved from the Impulsive System. Most importantly, the Reflective System generates semantic or episodic knowledge by assigning a truth value to the concept and the relationship. Take again the perception of an elderly person. The perceivable features have spread activation to the “elderly” concept in the Impulsive System. To generate a propositional categorization, the relational schema of category membership (“is a”) will be retrieved from the Impulsive System and combined with the label "elderly" and the representation of the perceptual input, in this case the visual representation of the person. Thus, the propositional representation "this is an elderly person" is generated (see Fig. 3).

The assignment of a relation to elements is strongly influenced by the accessibility of a category (Higgins, Rholes, & Jones, 1977). Thus, the belief that a particular person is slow depends on the ease with which the concept “slow” comes to mind, which depends on the associative strength between the perceptual input and the concept, i.e., on the recency and the frequency of their joint activation. Of course, more elaborate inferential strategies which are the basis of further transformational processing may also be applied to generate propositional knowledge (i.e. causal attribution or hypothesis testing). Moreover, the creation of a propositional relation is accompanied by the psychological state of noetic awareness. 

Enter Fig. 3 here

The content of propositional representations can take many different forms. It may be objects from the outside world, but also experiences that come “from within” (Bless & Forgas, 2000). In particular, feelings of different qualities may enter into the Reflective System if they are propositionally categorized and contextually qualified (e.g., Schwarz & Clore, 1983). Another informational basis for the generation of knowledge about others and about the self is observed behavior. As described by attribution and self-perception theory (Kelley, 1967; Bem , 1967), people may infer internal states (such as attitudes) from their own behavior or that of others and from the context in which it occurs.

The number of relations that can be applied to this contents is nearly infinite. Beside simple logical relations, such as "is a," "is not," or "implies," there are also more complex and abstract relations, such as causality. Additionally, there are many social relations such as "friend," “enemy,” "spouse," or "partner." Of course, new relations can develop as a person’s knowledge expands.

Once knowledge has been generated, syllogistic7 rules are applied to draw inferences that go “beyond the information given“ (Bruner, 1973). This is the basic mode of information processing in the Reflective System. For example, a person may wonder how wise an elderly person is. Categorical knowledge about the elderly may be derived from the categorization of a given person as “elderly.” The quality “wise” may then be inferred on the basis of this categorization. Note again the fundamental difference to the mere activation of the concept, which facilitates the inference but does not generate knowledge about elderly people being wise. This becomes particularly apparent in situations where a category that is elicited by a particular type of behavior cannot be used to categorize the person because the context warrants inferences that undermine such a categorization (e.g., Trope, 1986).

It is important to note that noetic decisions can be made not only about what is the case but also about what is good or bad, because the syllogistic rules also apply to evaluative judgments, such as attitudes (see Schwarz & Bohner, 2001). That is, a person may infer that something is good or bad on the basis of premises with evaluative content. To arrive at an evaluative decision, it is neither necessary nor sufficient that congruent affect is elicited or that the person has an affective experience. This also relates to the distinction between “instant utility” and the utility judgments that concern the past or the future. In particular, Kahneman and collaborators (for a review see Kahneman, 1999) showed that evaluations of past situations may drastically differ from what was actually experienced. In retrospect, individuals seem to rely primarily on the frequency and the extremity of negative or positive peaks in experienced utility, thereby neglecting the duration of hedonic experience (but see Schreiber & Kahneman, 2000). While judged or remembered utility refers to an noetic judgment, experienced utility accrues from an impulsive reaction to hedonically relevant situations.

To be sure, such experiences may accompany the reflective processing of evaluative (and factual) information and facilitate or inhibit reflective processes. For example, in a recent set of experiments (Greene, Sommerville, Nystrom, Darley, & Cohen, 2001) it was found that incongruent affect may interfere with evaluative judgments. Specifically, research participants had to judge whether it was justifiable to sacrifice one human life in order to save five. The scenarios were constructed such that more or less negative affect was elicited by considering the sacrifice. This was checked by FMRI recordings of the brain during decision-making. It was found that under the high negative affect condition, more time was required to make incompatible decisions (i.e., justifying the sacrifice) than compatible decisions (i.e., not justifying the sacrifice). When no or less negative affect was elicited by the decision task, the response time did not differ as a function of the outcome of the decision. This finding suggests that people may use their affect as a basis of a moral judgment and that the affect may be in conflict with considerations based solely on value and expectancy. 

However, knowing that something is good (or bad) does not necessarily imply a positive (or negative) feeling. In fact, the insight that a specific action might be good can be accompanied by a bad feeling, for example the next appointment with one's dentist. On the other hand, positive feelings toward an action may be accompanied by a negative evaluation of what one may be about to do ("temptation").

Consequences of this Distinction

There are many important consequences of the distinction between the two types of representation and processing. In the following paragraphs, we describe two of them. Other implications that are directly linked to the differences in processing and representation will be addressed at a later point. 

The first important consequence follows directly from the assumption that the Impulsive System is incapable of forming propositional representations. This implies that a fundamental syllogistic operation must occur in the Reflective System. Because it is only the Reflective System that affords the assignment of a truth value, a negation (which is a simple reversal of a truth value) requires the mechanisms of the Reflective System (see also Mall, 1975). In combination with Theses 2 and 3, it follows from Thesis 4 that if the Reflective System is impaired, only the Impulsive System will process the information. However, due to the described specifications, the Impulsive System will not be able to process a negation. This leads to the prediction that under the control of the Impulsive System, a negation of a proposition will generate consequences that are implied by its affirmative content.

It is important to note that this distinction differs from Gilbert’s (1991) sequential model of negation. Gilbert assumes that all incoming information is considered to be true unless it is tagged as false. In contrast, the Reflective-Impulsive Model implies that information will first be processed associatively without any truth value assigned to it. It is only in the Reflective System that truth values are assigned.

An example is a study by Wegner, Ansfield and Pilloff (1998) in which participants were asked to hold a pendulum while trying to prevent it from swinging. Not surprisingly, they were better at holding the pendulum still if they were not distracted by a secondary task. In a second condition, however, the researchers specifically asked participants to prevent the pendulum from swinging along the x axis that was marked on the paper. Most surprisingly, when participants were distracted, the pendulum swung more along the x axis if they were explicitly instructed to prevent this from happening than if they were given no such instructions. If it is true that a depletion of cognitive resources increases the likelihood that the Impulsive System will control behavior, the instruction not to perform a certain behavior may have strengthened the link to a motor schema that produces the undesired behavior.

The second important consequence relates to the ability to represent the future. Because it is more independent from immediate perceptual input, only the Reflective System can explicitly generate a time perspective. Specifically, events that are expected to occur in the future may be categorized as such. This provides an important means of understanding courses of action and developments over time. More important perhaps, it allows for the development of strategies to pursue goals that are remote in time. While the Impulsive System is driven by immediate perceptual input, the Reflective System is able to abstract from the immediate input and bridge temporal gaps. This allows individuals to resist immediate rewards and strive for more valuable future outcomes.

Memory and Accessibility

Thesis 5: Storage and retrieval of information. The Impulsive System is a long-term storage whose elements are associatively linked. The Reflective System retrieves elements from this storage, transforms them into a propositional format, and keeps the information available for a short period. 

While the Impulsive System can be thought of as a long-term memory, the Reflective System possesses properties of a temporary storage as described in many cognitive theories. For example, if information is not used, it will be lost. Also, the capacity of the Reflective System to store several elements is much smaller than that of the Impulsive System, which can process information in a parallel fashion. Compared to the Reflective System, the Impulsive System learns slowly but forms enduring, non-propositional representations of the typical properties of the environment over many learning trials (see McClelland, McNaughton, & O'Reilly, 1995; Smith & DeCoster, 2000). 

One of the most basic properties of associative networks is that elements can differ in their activation potential. In the following thesis, this concept is applied to the associative storage of the Impulsive System:

Thesis 5b: Accessibility of information. Elements in the Impulsive System differ in their activation potential. Elements that have been activated recently or frequently will be more accessible for subsequent retrieval and further processing than those that have been activated infrequently or at some temporal remove.
In the present model, the accessibility of a content will be increased by the frequency and recency of prior activation. In this way an element acquires an activation potential (Higgins, 1996) that reduces the amount of additional activation necessary for retrieval or further processing. Elements in the Impulsive System may be activated by four sources (see Fig. 4). The simplest source is external stimulation. Perception input (whether presented supraliminally or subliminally) may activate related concepts. The second source of activation has its origin in reflective operations. The third source are motor schemata. This follows directly from the assumption that motor schemata are linked to other conceptual contents in the Impulsive System The fourth source of activation are motivational influences, which will be discussed later.

As described in the previous section, the Reflective System uses perceptual input and stored elements from the Impulsive System to form a propositional representation. Consequently, elements that are used by the Reflective System are temporarily more accessible in the Impulsive System In contrast, the activation of elements in the Impulsive System is not necessarily represented in the Reflective System. 

Note that the different sources of activation are linked to different strategies of retrieval from memory. On the one hand, perception may lead to a passive activation of related contents which may then be more likely to enter into the Reflective System. Alternatively, the Reflective System may initiate an active attempt to retrieve information that meets specified criteria (e.g., words with “k” as the third letter). 

Enter Fig. 4 here

We shall now discuss in more detail how accessibility may interact with various reflective processes. A fundamental effect of accessibility on reflective processing is that it may determine which contents of the associative storage are used for reflective operations. In the case of a propositional categorization, an external stimulus will be more likely to elicit a category that has been previously activated. For example, thinking about an elderly person will increase the likelihood that people will interpret Boring’s (1930) ambiguous drawing as an old lady and not as a young woman. In the domain of person perception, Higgins, Rholes, and Jones (1977) found that behavior was categorized using those trait categories that were previously activated (see also Srull & Wyer, 1979; 1980). 

The same principles apply to noetic decisions. That is, accessible knowledge is more likely to be retrieved (and used) to decide what is the case.

An example of this influence comes from recent work on the psychological mechanisms that underlie the so-called anchoring heuristic (Tversky & Kahneman, 1974), which refers to the assimilation of an absolute judgment toward the standard of a preceding comparative judgment. For example, it has been found that people who had to indicate if the actual number of African nations in the UN was higher or lower than a high standard gave higher absolute estimates than people who had been given a low standard of comparison. In a series of experimental studies (e.g., Strack & Mussweiler, 1997; for a review, see Mussweiler & Strack, 1999) we advanced the notion that this anchoring effect is due to a selective activation of information during the comparison task, information that was then more accessible for the subsequent absolute estimate. Evidence for this mechanism was obtained from different experiments. One study (Strack & Mussweiler, 1997) found that the strength of the assimilation effect depended not only on the size of the comparison standard but also on the similarity of the judgmental dimensions in the comparative and the absolute judgment task. For example, the anchoring effect was much smaller if participants had to provide their absolute judgment on a dimension that differed from that of the comparative judgment. While an alternative explanation (Jacowitz & Kahneman, 1995) has advocated a direct influence of the numeric anchor value, the observed effect of a semantic match (or mismatch) between the two response dimensions suggests an influence of semantic content and its accessibility. 

In the case of anchoring, accessibility of associative contents is not influenced by perceptual input but by selective activation through reflective processes. Specifically, generating a comparative judgment increases the accessibility of anchor-consistent information. Direct support for this thesis comes from another study (Mussweiler & Strack, 2000) in which the activating effect of the comparative judgment was examined in a lexical decision task. In line with the present model, participants were faster at identifying words if they were semantically related to the previous comparison standard. This finding demonstrates how the comparative task increases the activation potential for information that is consistent with the standard of comparison. 

Of course, there are many other reasoning activities that generate the same effects. For example, explaining or imagining a hypothetical outcome may render this information more accessible and distort subsequent judgments (e.g., Ross, Lepper, Strack, & Steinmetz, 1977) Because people are not aware of this influence, they cannot undo it if they are asked not to let themselves be influences by the preceding task (Ross, Lepper, & Hubbard, 1975). Only if they are informed about the direction of the distorting influence are they able to compensate for it and adjust subsequent judgments (Ross, et al., 1977; Strack & Hannover, 1996).

Behavioral Control

A crucial component of the Reflective-Impulsive Model is its assumption that the Reflective and Impulsive Systems elicit behavior through different processes. However, the execution of both impulsively or reflectively elicited behaviors is carried out by motor schemata that are part of the Impulsive System. We will elaborate this assumption by first discussing the development and operation of motor schemata in the Impulsive System. Then, we will describe how motor schemata can be activated through impulsive and reflective processes.

Final common Pathway to Behavior

Thesis 6: Execution of behavior. There exists a final common pathway to overt behavior in the Impulsive System which may be activated by input from both the Reflective and the Impulsive System. This pathway consists of motor schemata of varying abstractness. If the schema is activated above a certain threshold, the behavior will be executed.

In the current model, elements in the Impulsive System consist of sensory, conceptual, affective, and motor representations that can be interconnected (see chapter on “representation and processing”). Typically, the following three elements constitute a behavioral sequence: the situational condition, the behavior itself, and the consequences of the behavior. The model assumes that similar learning principles hold for all types of representations. Thus, associative clusters will emerge in the impulsive system that bind together frequently co-occurring motor-representations with both their conditions and their consequences. These sensory-motor clusters are called “motor schemata,” and like other contents of the Impulsive System, they are subject to spreading activation and differ in their activation potential. Also, if one part of a motor schema is activated, the activation will spread to the remaining elements of the cluster. 

In concordance with Norman and Shallice (1986), we assume that both impulsive and reflective processes can lead to the activation of motor schemata. However, the two systems differ in how they activate a motor schema. This will be described in the following paragraph. An important assumption is that more than one motor schemata can receive activation at a time. However, to result in overt behavior, activation must exceed a given threshold.

Precursors of Behavior

Thesis 7: Precursors of behavior. The systems use different operations to elicit behavior. In the Reflective System, behavior is the consequence of a decision that is guided by the assessment of a future state in terms of its value and the probability of attaining it through this behavior. In the Impulsive System, a behavior is elicited through the spread of activation from perception or imagination to motor schemata.

Impulsive Precursors of Behavior

As motor schemata are part of the Impulsive System, they can be easily activated by impulsive processes. In particular, perceptual input may activate elements in the impulsive system that are associated with motor schemata or even a part of them. For example, seeing a cup will activate a drinking schema. Also, imaginative input as well as reflectively activated content of the impulsive system may elicit associated motor-schemata. Thus, thinking about a cup is assumed to activate a drinking schema. Therefore, motor schemata and their links to other content in the IS can be understood as behavioral habits (see also Aarts & Dijksterhuis, 2000). 

Note that the impulsive precursors of behavior do not imply knowledge about valence and expectancy. Although not in the form of simple reflexes, perception is linked to behavior in a direct fashion, as described by the ideo-motor principle (James, 1890). James assumed that "every representation of a movement awakens in some degree the actual movement which is its object" (p.396). This is consistent with the assumption that in the impulsive system, conceptual content and motor-schemata are bi-directionally linked. This holds for either conceptual representations of antecedents or consequences of a behavior as well as for the behavior itself. Research supporting the idea of a link between conceptual and motor contents is reviewed elsewhere (Dijksterhuis & Bargh, 2001)

Reflective Precursors

In the reflective system, behavior is the result of reasoning. In particular, reasoning leads to a noetic decision. If the execution of the behavior is deemed to be feasible and its outcome positive, a behavioral decision will relate the self to the behavioral outcome. We will now describe how reasoning can be based either on the outcomes or on the behaviors and how this may change over time.

Typically, reasoning will start by considering behavioral options and calculating their utility on the basis of the subjective value of their outcomes and the subjective likelihood with which they can be achieved. Of course, social costs and benefits are an integral part of such computations (Fishbein, 1980). An example is a decision whether to accept or reject an invitation to see a movie. This decision will be based on the calculation of the utilities of the two options. Alternatively, reasoning may also start with the selection of a positive outcome. Subsequently, appropriate behaviors to achieve this outcome will be sought and considered. For example, the decision to spend a leisurely weekend may result in the search of activities (e.g., watch a movie) that will lead to that goal.

 Regardless of where the reasoning process started, it may result in a behavioral decision that selects a goal (e.g., watching a movie) and relates it to the self (“I want to watch a movie”). The behavioral decision may also include instrumental behaviors (“I want to watch a movie and will make a reservation”). 

It is important to note that although goals are part of one’s evaluative knowledge, they differ in two respects from other evaluations. First, their valence may change rapidly as a function of the person’s need. Second, superordinate goals may determine the value of subordinate actions or outcomes. 

While this reflective procedure seems to guarantee a “reasoned action” as its behavioral consequence, the previous thesis points to influences from the impulsive system that are outside of the deliberator’s attention. In particular, the differential accessibility of information about behavioral options or about relevant aspects of the alternatives may direct reflective processing. That is, although a procedure may be “rational” with respect to the normative model, it is influenced by contents whose accessibility is determined by factors unrelated to rational considerations (e.g., Gregory, Cialdini, & Crapenter, 1982). 

However, a behavioral decision does not immediately elicit a goal-directed behavior. Instead, activation spreads to motor schemata and goal concepts in the Impulsive System. There may be at least two reasons why the appropriate behavior may not be executed immediately. First, other motor schemata may be activated that are incompatible with the behavioral decision. This issue will be addressed below. Second, the behavioral decision may refer to a later point in time. This issue will be addressed in the chapter on “intending.”

Synergistic and Antagonistic Interplay of Decisions and Impulses

Thus far, we have described how impulsive and reflective processes may jointly activate motor schema that control overt behavior. The effect on behavior, however, depends on the compatibility of the two forces. Specifically, if the Reflective System and the Impulsive System contribute to an activation of the same schema, the behavior is facilitated. Moreover, the cognitive capacity that is necessary to control the execution will be decreased and the execution of the behavior may be accompanied by a feeling of fluency, which has a positive hedonic quality (Winkielman & Cacioppo, in press). Together with the positive evaluation of the outcome, the cooperation of the two systems has enormous motivational implications. 

However, the two systems may also compete if they activate incompatible schemata or if the Reflective System inhibits the execution of a behavior that is impulsively activated. Such antagonistic activation may be accompanied by a feeling of conflict and temptation. For example, a person who is on a diet may be tempted to eat a second desert (see Fig. 5). That is, the sight of the desert impulsively activates motor schemata that are directed toward consumption. At the same time, the Reflective System has generated a behavioral decision to refrain from eating it. For the Reflective System to win the competition, it can apply knowledge about the mechanisms of the Impulsive System. Most effectively, it may divert attention from the tempting stimulus. 

Enter Fig. 5 here

Finally, it is important to note that although both systems may contribute to the execution of behavior, the Impulsive System may assume primary control if the operating conditions (see Thesis 3) for the Reflective System are not fulfilled; that is to say, if behavior is less likely to be determined by the assessed valence and the probability of future consequences than by the immediate associations and the resulting hedonic quality.

Corollary 7.1: Depending on the compatibility of the motor schemata, the Impulsive System and Reflective System will cooperate or compete in controlling the execution of behavior.

The antagonistic operation of the two systems can be nicely illustrated with the results of a primate study by Boysen, Berntson and their collaborators (Boysen & Berntson, 1995; Boysen, Berntson, Hannan, & Cacioppo, 1996; see also Berntson & Cacioppo, 2000). These authors had chimpanzees learn the contingencies of their choices such that a stimulus indicating a large quantity led to a small reward while a small quantity led to a large reward. The chimpanzees were successful at this task as long as the quantities were represented in Arabic numerals, which they were able to process. However, if the quantities were different numbers of candies, the animals were not able to behave according to the rule they had learned. Instead, they would always choose the large number of candies and forgo the large reward, even if they had previously acquired the rule of the inverse reward contingency using Arabic numerals.

From the perspective of the Reflective-Impulsive Model, the animals’ failure to apply what they had learned to the candy condition is due to the fact that candies elicit a consumptive behavioral impulse. In contrast, abstract symbols like Arabic numerals are not linked to a specific motor schema and allow the reflective system to determine the behavior without impulsive interference. 

This finding is in line with results from the delay-of-gratification paradigm (for a review see Mischel, 1996; see also Metcalfe & Mischel, 1999). In one study (Mischel & Ebbesen, 1970), the experimenters tried to strengthen children’s attempts to wait for the larger reward by directing their attention toward it. To the authors’ surprise, the opposite was the case. That is, the children were even more likely to go for the immediate (but small) award if their attention was directed to the large compensation that was on the same consumptive dimension. Again, this finding fits well with the Reflective-Impulsive Model in that focusing on a stimulus that is linked with a particular behavior will do the opposite of diverting one’s attention and increase the activation of motor schemata that lead to the execution of the behavior.

Recently, Deutsch and Strack (2002) tested the idea that two opposing action tendencies may operate on different levels of representation more directly. In particular, they established learning conditions under which people were expected to develop impulsive reactions that are opposed to their knowledge about what is the best choice. In particular, participants where asked to open red and blue “doors to a photo gallery” on the computer screen. Depending on the color of the door, their actions had different consequences at different points in time. In one condition, a particular color was immediately followed by a photo of an extremely negative valence from Lang’s IAPS (International Affective Picture System, "IAPS", Center for the Study of Emotion and Attention, 1995), which was presented for 800 ms. Four seconds later, an extremely positive picture appeared for another four seconds. In the other condition, the valence of the two photos was reversed. 

Asked which photo gallery they would prefer, people were expected to choose the contingency consisting of the immediate but short exposure of the unpleasant and the delayed but much longer exposure of the pleasant photo. This was in fact the case if participants were explicitly asked to express their preference. 

However, the delayed utility should not determine participants’ reaction if a response has to be emitted under conditions that prevent the Reflective System from operating. This was the case when participants were instructed to open the doors under the conditions of the Stop-Paradigm (Logan, Schachar, & Tannock, 1997). This procedure, which is highly correlated with trait impulsivity, is typically used as a behavioral measure of impulse strength, which is inferred from the ease with which a response can be deliberately inhibited. Specifically, participants where asked to press a key as fast as possible to open the door that was indicated by the appropriate color on the screen. However, participants were instructed not to press this key if they heard and auditory stop signal, which occurred in 25% of the trials. The stronger the impulse elicited by the presentation of the door, the less efficiently a response could be suppressed. 

In the described experiment, impulse strength was indeed determined by the valence of the stimulus that was immediately associated with the color of the door. That is, if the short but immediate valence was positive, participants were less able to inhibit the elicited response than if it was negative. In other words, the stimuli acquired "hot" features (see Metcalfe & Mischel, 1999) through learning which influenced behavioral impulses and conflicted with the "cool" knowledge about reward contingencies. Taken together, there is evidence that opposing action tendencies can co-exist and determine behavior under different contextual conditions, and develop upon different principles.

Intending

Thesis 8: Intending. In the Reflective System, a behavioral decision is linked to motor schemata by the process of "intending." Intending monitors the Impulsive System for information that affords the behavioral implementation of the decision. The mechanism of intending is set off if the behavior is executed or if the goal of the preceding behavioral decision is already fulfilled.

An important factor we must take into consideration is that frequently an action cannot be executed at the time the behavioral decision is made. In fact, the execution of many decisions depends on specific conditions that are not yet fulfilled. Thus, there may be a gap between a behavioral decision and an action. If the execution of a reflectively chosen behavior depends on the activation of motor schemata, a constant activation of relevant motor schemata would be necessary to bridge possible temporal gaps. However, such a permanent rehearsal of motor programs would absorb a great amount of cognitive capacity and increase the risk that the behavior is executed before the appropriate conditions are fulfilled. This, however, does not seem to be adaptive and may even be detrimental with respect to the proper pursuit of the goal. 

Therefore, we suggest a process of “intending” as it has been discussed in modern theories of human motivation (e.g., Gollwitzer, 1999). We assume that the temporal gap between a behavioral decision and the execution of an instrumental behavior is bridged by a process that automatically reactivates the decision and thus activates motor-schemata that are appropriate to realizing the goal of the decision. Moreover, we assume that the process of intending is self-terminating. That is, once the goal of the decision has been reached, the process is turned off. 

To decide which predictions can be derived from that thesis, we need to look at the model’s general assumptions about behavioral control. 

In the present model, behavior is assumed to be the outcome of an activation originating from both intending and the situational stimulation of associative processes in the Impulsive System. There, a behavior is emitted only if a particular motor schema has received activation above a given threshold. Thus, the required strength of the situational activation depends on the specificity of the behavioral decision. That is, if a behavioral decision is very specific and activates only one motor schema, little situational activation is necessary to reach the behavioral threshold. If, however, the behavioral decision is more abstract or vague and activates no specific schema or several motor schemata, more activation from the situation is necessary to elicit the behavior. Under these condition, a behavioral decision may fail to result in the execution of a behavior (e.g. Locke & Latham, 1990). This has been shown particularly for behavioral decisions that refer to both the behavior itself and optimal conditions for executing it. These "implementational intentions" (Gollwitzer, 1993) activate specific motor schemata and make the appropriate behavior more likely to occur, compared to more global “goal intentions” in which only the desired end state is specified (for a review see Gollwitzer, 1999). 

Because motor schemata are linked to relevant representations in the associative store, intending facilitates the processing of information that implies the execution of the behavior. For example, Förster, Liberman, and Higgins (2002) found that as long as a goal was pursued, the accessibility of goal-relevant constructs was enhanced. However, this activation was greatly reduced as soon as the goal was attained. From the perspective of the Reflective-Impulsive Model, these results are the outcome of intending, which activates goal-related constructs along with the decision and terminates itself once the goal is reached. Therefore, activation decreases after goal-fulfillment. 

Motivation

So far, we have described the Reflective System as a highly flexible system when it comes to action, whereas the Impulsive System appears to be relatively rigid. Specifically, changing evaluations in the Reflective System may result in new decisions and their concomitant behavioral consequences. In contrast, the Impulsive System seems to be driven by the perceptual input as it is connected to motor-schemata. Changes of these links are assumed to develop slowly following the law of effect, the law of readiness, and the law of practice (Thorndike, 1911). However, there are some ways in which the Impulsive System can also react more flexibly, taking external and internal conditions into account. For external conditions, we propose that the Impulsive System can switch between two distinct motivational orientations that guide the processing of information and the activation of behavior. For internal conditions, we propose a specific way by which homoeostatic disregulations may influence impulsive processing. Both motivational aspects are outlined in more detail below. 

Motivational Orientation

Thesis 9: Motivational orientation: The Impulsive System can be oriented toward approach and avoidance. This motivational orientation may be elicited by

· the processing of positive or negative information 

· the perception of approach or avoidance, 

· the experience of positive or negative affect,
· the execution of approach or avoidance behaviors.
In the Impulsive System, processing of information and the execution of behavior are mediated by two motivational orientations (Cacioppo, Priester, & Berntson, 1993). In accordance with other theorists (e.g., Gray, 1982; Lang, 1995; Sutton & Davidson, 1997), we assume that these functional orientations serve to prepare the organism for two fundamental types of reactions toward the environment: approach and avoidance. Approach orientation is a preparedness to decrease the distance between the person and an aspect of the environment. This includes physical locomotion, instrumental action, consumption, or the imagination thereof. Avoidance orientation can be conceptualized as a preparedness to increase the distance between the person and the environment. This can be achieved by either moving away from a target (“flight”) or by causing the target to be removed (“fight”). The specific type of response within both motivational orientations is determined by other influences.

While evidence for the existence of approach and avoidance systems is extensively reviewed elsewhere (Gray, 1982; Lang, 1995), we will focus here on the relationship between affect, behavior, and information processing within the two motivational orientations. The following thesis is grounded in the idea that processing of positive information and the experience of positive affect are most important for the regulation of approach behavior, while the processing of negative information and the experience of negative effect are most important for the regulation of avoidance behavior. .

Thesis 10: Compatibility. The processing of information, the experience of affect, and the execution of behavior are facilitated if they are compatible with the prevailing motivational orientation. 

The following propositions can be derived directly from thesis 10: If the Impulsive System is oriented toward approach, it facilitates the processing of positive information, the experience of positive affect, and the execution of approach-behavior is facilitate. In an avoidance mode, it facilitates the processing of negative information, the experience of negative affect, and the execution of avoidance behavior. Moreover, thesis 10 implies the principle of bi-directionality, i.e., a reverse causal influence. Specifically, a motivational orientation may be elicited by the valence of the processed information, the valence of affect, or the orientation (approach versus avoidance) of a behavior.

In the Reflective System, a behavior may become the basis for inferences about its underlying attitude (Bem, 1967). This, however, requires that the behavior is propositionally categorized. That is to say, only if the behavior is related to a category (e.g., “forgetful”) can it enter into syllogistic inferences.

In contrast, processing in the Impulsive System and the principle of bi-directionality allow a behavior to influence processing without being propositionally categorized. That is, people are influenced by what they are doing even if the meaning of an action is not recognized. An example is a set of studies by Strack, Martin, and Stepper (1988) in which the facial-feedback hypothesis (Adelmann & Zajonc, 1989) was tested while preventing participants from interpreting their facial action as a smile. In particular, the zygomaticus muscle, which produces a smile, was contracted because participants had to do a series of tasks (including rating the funniness of cartoons) by writing with a pen that had to be held with the teeth. The results confirmed the hypothesis while showing that facial feedback operates without inferences drawn from the facial action.

Similarly, Wells and Petty (1980) showed that nodding or shaking one’s head while listening to persuasive communications determined the amount of attitude change. That is, although participants were led to believe that their head movements were  requested to test headsets for use on dance floors, vertical movements resulted in a greater acceptance of the advocated position than horizontal movements.

In the following discussion, we will first review evidence backing the idea that behavior may have a direct effect on the processing of information that occurs in the Impulsive System and is therefore not mediated by syllogistic inferences. At the same time, this evidence serves as support for Thesis 10, which refers to compatibility as a basic principle of the Impulsive System. Then we will focus on the reversed direction of influence and review studies that illustrate the impact of evaluative information on behavior. The principles of motivational orientation are represented in Fig. 6.

Enter Fig. 6 here

The Compatibility Principle I : The direct Impact of Behavior on Mental Processes

Facial feedback. Among other applications, self-perception theory (Bem, 1967) has been harnessed to explain a phenomenon in the domain of emotional expression. Specifically, it has long been argued (e.g., Darwin, 1872/1965) that facial (and other bodily) expressions not only serve to communicate feelings to others and thereby regulate social exchanges, but also increase or diminish the intensity of an affective experience. Applied to the face, Darwin’s “facial-feedback hypothesis” has been studied from a self-perception perspective. Most prominently, James Laird (e.g., 1974) found that experimental participants who had been asked to adopt a smiling expression gave more positive judgment about themselves (e.g., their own well-being) and about affective stimuli (e.g., cartoons) that had been presented to them. According to self-perception theory, participants inferred their affective state from their facial expression. Such an inference, however, requires that the behavior is interpreted as the expression of a particular affective state. That is, a person can only infer that she must be happy (or amused) if she knows that she is smiling. 

 From the perspective of the Reflective-Impulsive Model, this is not the only way in which an overt behavior may influence mental processes. While the inferences described by self-perception theory operate according to the principles of the Reflective System, the Impulsive System allows for different mechanisms. Specifically, it follows from Thesis 10 (compatibility) that behavior may directly influence information processing. In detail, the motor schemata that activate an emotional facial expression are assumed to be linked with evaluatively compatible thought contents and perhaps with affective experiences, and this facilitates the processing of the affective information.

This process may be mediated either through the hedonic quality of the emotion or through the approach versus avoidance function of the behavior. In the case of the induced smile, we assume that the Impulsive System facilitates the processing of positive information. As a consequence, cartoons will be rated as funnier and people will feel more amused.

However, to demonstrate that a facial expression may influence an emotional experience without drawing an inference from the behavior, it was necessary to prevent people from recognizing the emotional meaning of their facial action. This was achieved by embedding the contraction of the facial muscle (in this case, the zygomaticus) in a task unrelated to an emotional expression. Specifically, under the pretext of investigating how people who must do so write or paint with their mouth, we (Strack, Martin, & Stepper, 1988) asked experimental participants to hold a pen either between their teeth or between their puckered lips while rating several cartoons interspersed among other tasks. While the teeth-holding position activated the zygomaticus muscle, which is used in smiling, the cover story prevented participants from interpreting their facial action as “a smile.” Nevertheless, people assigned to this experimental condition reported feeling more amused and rated the cartoons as funnier than people who held the pen with their puckered lips.

These findings (see also, Martin, Harlow, & Strack, 1992; Erber, 1991; Bodenhausen, Kramer, & Suesser, 1994; Zajonc, Murphy, & Inglehart, 1989) show that the effect of facial feedback does not depend on inferences from the perceived emotional meaning of a facial expression. Rather, it may also affect mental processes in a more direct fashion, which can be explained easily and parsimoniously by the mechanisms the Reflective-Impulsive Model ascribes to the Impulsive System. 

Postural feedback. Extending the same logic to another medium of expressing emotions, we (Stepper & Strack, 1993) induced experimental participants to adopt an upright or slumped bodily posture under the pretext of studying different working conditions. Based on previous studies (Riskind, 1984), we expected that people would experience the emotion of pride more intensely when adopting an upright body position. Again, those studies do not rule out that people drew an inference from the quality of their posture about the quality of their emotional state. In our study, however, the posture was disguised as an ergonomic investigation. Still, participants who were induced to believe they had scored above average in a preceding task and were asked to adopt an upright body posture while they received this feedback reported feeling prouder than participants who received the same information while adopting a slumped posture. This result corroborates and extends the previous facial-feedback findings (Strack et al., 1988). It shows for a different expressional dimension that its impact on mental processes does not hinge on inferences that are based on the perceived meaning of the bodily action.

Head movements. While these studies clearly demonstrate the phenomenon, they are not explicit about the exact mechanisms that afford such a direct influence of a behavior on mental processes. Subsequent studies are more informative. In particular, a series of experiments in which we (Förster & Strack, 1996) explored the effect of head movements on the recognition of words sheds light on some underlying mechanisms. In particular, we had participants nod or shake their head while reading positive and negative words. To disguise the communicational meaning of the head movements as an act of agreement or disagreement, we had participants “test head phones to be used while dancing” (Wells & Petty, 1980). Specifically, participants were required to perform either horizontal or vertical head movements while the words were played on a cassette recorder. As expected, we found that the head movements affected performance in a surprise recognition task. In particular, participants who had been induced to nod were better at recognizing positive words while participants who had been induced to shake their head were better at recognizing negative words. Moreover, this proved not to be a response bias that affects the threshold for words of a particular valence. Rather, the data showed that when the head movement was compatible with the valence of the word, people were better at discriminating as to whether the word had been presented or not. This suggests that the behavior influenced the processing of the words at the time of the encoding.

This encoding hypothesis was tested more directly in a second experiment, using a dual-task paradigm. More specifically, while participants were explicitly instructed to learn the words while nodding or shaking their head, they were also required to perform a manual dexterity task. If head movement facilitates (or inhibits) the encoding of information, more (or less) cognitive capacity will be left to perform the secondary task. As a consequence, we predicted a better manual-dexterity performance if the learning of positive words was accompanied by nodding, and the learning of negative words by shaking one’s head. Conversely, the outcome of the dexterity task should be poorer if positive words are learned while shaking one’s head, and negative words while nodding. The results supported these predictions. Moreover, the inclusion of neutral words showed that both facilitation and inhibition occurred as a function of valence-motor compatibility or incompatibility.

These findings provide evidence for motor influences on mental processing when the behavior has no immediate evaluative implications. However, these implications are mediated by a motivational subsystem of which the behavior is a part. In most cultures, nodding is a nonverbal signal for agreement and shaking one’s head for disagreement; these head movements are therefore linked to an orientation towards approach or avoidance that influences the way behavior is impulsively regulated. Tuning the Impulsive System to an orientation of approach facilitates the processing of positive information and inhibits the processing of negative information. Conversely, tuning the system toward avoidance facilitates the processing of negative information and inhibits the processing of positive information. Thus, head movements and the valence of words are either compatible or incompatible and facilitate or inhibit the processing of information.

Approach and avoidance through isometric muscle contractions. Similar effects were obtained for a motor action that has previously been found to influence positive and negative affect. In particular, Cacioppo and his collaborators (e.g., Cacioppo, Priester, & Berntson, 1993) discovered that pressing the palm of one’s hand from the bottom against the surface of a table, thereby activating the flexor muscle of the arm, led to positive attitudinal judgments, while pressing from the top against a table platform, thereby activating the extensor muscle, led to negative attitudinal judgments. Cacioppo et al. (1993) argued that through previous associations, flexor and extensor actions elicit a motivational orientation of approach versus avoidance. The Reflective-Impulsive Model integrates and extends Cacioppo et al.’s notion of a motivational orientation that can be activated by any behavior compatible with approach or avoidance. Therefore, we assume that the described influence of head movements on recognition (Förster & Strack, 1996) should be replicated using the flexor-extensor paradigm. In fact, in a series of studies employing isometric contraction procedures, we were able to replicate not only Cacioppo et al.’s (1993) findings, but also our previous results on recognition memory (Förster & Strack, 1996): contracting the flexor muscle led to a better recognition of positive words, whereas contracting the extensor improved the recognition of negative words. 

The postulated principle of compatibility and bi-directionality found additional support in a study by Neumann and Strack (2000), who used a different dependent variable. In particular, subjects who were presented words on a computer screen had to decide if these words were positive or negative in valence. As predicted by the Reflective-Impulsive Model, we found that positive words were categorized more rapidly when participants had been induced to flex their arm, while negative words were categorized more rapidly when participants had to contract the extensor muscle.

Finally, Seibt and Neumann (2002) applied the flexor/tensor procedure to the assessment of cartoons and found that participants reported feeling more amused if the flexor muscle was contracted than if the tensor or no muscle was activated. Moreover, Seibt and Neumann found that reported social anxiety ( elicited by the expectation of having to speak in front of a large audience) was increased if participants had been induced to contract the tensor muscle.

Direct activation of a motivational orientation. In the reported studies, the link between a behavior and the processing of evaluative information was the assumption of a motivational orientation. To repeat, the Impulsive System may be oriented toward approach or avoidance (cf. also Lang, 1995), and this orientation may be triggered by the valence of the processed information, by the experience of compatible affect, and by the perception of movements that imply approach or avoidance. An activated motivational orientation results in the lowering of thresholds for the processing of compatible information (i.e., positive information for the approach and negative information for the avoidance orientation) and for the elicitation of compatible behaviors that stand in a functional relationship with the orientation. One way of activating a motivational orientation is to put people in a situation in which the distance between the person and an object appears to be increasing or decreasing. That is, if the distance is decreasing, the Impulsive System should be oriented toward approach; if the distance is increasing, the Impulsive System should be oriented toward avoidance. As a result, the processing of compatible information should be facilitated. 

In a very direct test of this notion, we (Neumann & Strack, 2000) gave subjects an evaluative decision task in which the valence of positive and negative words presented on a computer screen had to be categorized. More important, these words were presented in the center of circles that were either increasing or decreasing in size. As documented in a manipulation check, the changing size of the circles created the appearance that the words were moving either toward the person or away from the person, although the actual size of the letters remained constant. As predicted by the Reflective-Impulsive Model, this apparent change in the distance between the target and the person influenced the evaluative decision such that the valence of positive words was categorized faster if the word appeared to be moving toward the viewer, while the valence of negative words was categorized faster if the words appeared to be moving away.

To verify that this finding does not depend on the evaluative nature of the task, we used the same paradigm for a lexical decision task in which the stimulus material consisted not only of positive and negative words, but also of neutral words and nonwords. Participants were asked to decide whether or not a letter string on the screen was a word. Again, the response latencies were as predicted: lexical decisions for positive words were faster if the letter strings appeared to be moving toward the person, while lexical decisions for negative words were faster if the letter strings appeared to be moving away. This suggests that the predicted facilitation effect is not a function of the evaluative nature of the task, but depends solely on the valence of the stimuli (see also, Chen & Bargh, 1999).

The Compatibility Principle II: The Impact of Evaluative Information on the Execution of Behavior

On several occasions, we have emphasized bi-directionality as a signature characteristic of the Impulsive System. This implies that a behavior may activate a motivational orientation, which then lowers the threshold for the processing of compatible information. But this also implies, conversely, that the valence of information may exert a facilitating influence on compatible behaviors that is mediated by the motivational orientation. Concretely, it implies that the behaviors that served as independent variables in the experiments described in the preceding paragraphs should also operate as dependent variables. The available evidence supports this implication.

Facial action. As described in a previous section, unobtrusively manipulated facial expressions were found to influence evaluative judgments (Strack et al., 1988). Conversely, we expected that facial actions would be facilitated if compatible information is processed. This prediction was confirmed in a still unpublished set of experiments by Neumann and Hess (2001), in which participants had to respond by contracting their facial muscles. In particular, under the pretext of studying whether responses to psychological tasks emitted by body parts that are closer to the brain differed from responses produced by more remote body parts (like the hand), we had participants contract the corrugator or the zygomaticus muscle. Surface electrodes recorded the EMG activity of both muscles while participants assessed the valence of words presented on a computer screen. As predicted, the positivity of words was indicated faster with the help of the zygomaticus (smiling) muscle, while the negativity of words was assessed faster if participants were using the corrugator (frowning) muscle. As in previous studies, it was important to find out whether the effect depended on the evaluative nature of the task, or whether the evaluative nature of the stimulus influenced the processing even for tasks with no evaluative implications (see Neumann & Strack, 2000). To that end, Neumann and Hess (2001) conducted a second experiment in which participants had to merely indicate when a stimulus appeared on a computer screen. The stimuli were positive or negative words and the reactions had to be provided by either contracting the corrugator or the zygomaticus. Again, the compatibility between the valence of the stimuli and the nature of the motor action determined the response latencies. Participants indicated the appearance of positive words faster when using the zygomaticus muscle, and the appearance of negative words faster when using the corrugator muscle.

These findings provide clear evidence for the bi-directionality postulated by the Reflective-Impulsive Model. In particular, it was shown not only that facial action provides “feedback” (Laird, 1974) by influencing the processing of evaluative information, but also that its execution is controlled by the valence of information.

Approach and avoidance through isotonic movements. In previous studies that were based on a procedure by Cacioppo and associates (e.g., Cacioppo, Priester, & Berntson, 1993), we were able to show that the processing of positive versus negative information was facilitated depending on whether the flexor or the extensor muscle was contracted (Förster & Strack, 1997, 1998; Neumann & Strack, 2000). This effect was expected because the contractions are associated with movements of approach and avoidance. The postulate of bi-directionality predicts the opposite causal direction. In particular, movements that are directed toward the person should be facilitated if positive information is processed, whereas movements away from the person should be easier if the information is negative.

First evidence for this influence came from a study by Solarz (1960), who presented cards with words that were either positive or negative. Depending on the words, participants had to either push these cards away from themselves (avoidance) or pull them towards themselves (approach). Solarz found that participants were faster if the valence of the word and the movement were compatible. That is, faster reaction were observed if positive words had to be pulled toward the person and negative words had to be pushed away.

This finding was recently replicated by Chen and Bargh (1999), who had participants evaluate words on a computer screen as “good” or “bad” by either pushing or pulling a lever. In line with Solarz’ (1960) findings, lower response latencies were obtained if the valence of positive words had to be indicated by pulling the lever or the valence of negative words by pushing the lever. In a second study, Chen and Bargh (1999) showed that this compatibility effect did not depend on the evaluative nature of the task. Rather, it was also obtained if the task was simply to indicate whether or not a word (that was either positive or negative) appeared on the screen.

Head movements. Not only do vertical or horizontal movements of one’s head influence the encoding of negative or positive information (Förster & Strack, 1996), but the reverse is also the case. While Wells and Petty (1980) found that people nodded their head more often if they agreed with the content of an attitudinal messages they heard through headphones, Förster and Strack found that when participants had to nod while encoding the words, positive words increased the rate of nodding. Conversely, if people had to shake their head, negative words increased the rate of shaking.

Affect as a determinant of motivational orientation. The distinction between two motivational orientations is closely related to a model proposed by Lang and his associates (for a review, see Lang, Bradley, & Cuthbert, 1990), who postulated appetitive and aversive “motivational systems” that facilitate behavioral responses. Based on biological and neuropsychological evidence, these researchers assume that “associations, representations, and action programs that are linked to the engaged motivational system have a higher probability of success” (Lang, 1995, p.377). Moreover, these motivational systems are activated by an organism’s emotional or affective state. An extensive program of research with both animals and humans found that startle responses were potentiated when negative affect had been elicited. This was particularly the case for the emotion of “fear.” At the same time, the startle response was found to be inhibited if the organism was in the state of negative affect.

These findings support the Reflective-Impulsive Model in its assumption of a motivational orientation that links mental and behavioral processes. At the same time, the dynamics of the Impulsive System and the role of the motivational orientation go beyond the mechanisms identified by Lang and his associates. For example, the Reflective-Impulsive Model treats behavior as both a dependent and an independent variable. As described above, a particular behavior may elicit a motivational orientation, which may then facilitate the processing of compatible information. In the Reflective-Impulsive Model, the motivational orientation functions by selectively lowering the threshold for the processing of evaluatively compatible information and for the execution of functionally compatible behaviors. At the same time, the motivational systems theory provides important links to underlying biological substrates, particularly the role of the amygdala. 

Homoeostatic Disregulation

Thesis 11: Homoeostatic Disregulation. Deprivation of basic needs will lead to an activation of those motor schemata that in the past frequently lead to satisfaction of those needs. 
To account for the influence of basic needs within the Reflective-Impulsive Model, we assume that both the associative store and the motivational orientation may be affected by deviations from homeostatic states of the organism. In particular, the deprivation of basic needs activates motor schemata that were frequently executed when the same state of homeostatic disregulation occurred previously, and were successful in satisfying these needs. Because motor schemata are linked to the associative store, conceptual contents that are related to the need or its satisfaction receive more activation as long as the deprivation prevails. As a consequence, there will be a "perceptual readiness" (Bruner, 1957) for need-relevant information in the environment. For example, the deprivation of food will spread activation to means of abolishing this aversive state and activate corresponding instrumental behaviors. Stimuli that are related to food should be recognized more easily under conditions of food deprivation. 

This was found in an experiment conducted by Wispe and Drambarean (1953), who asked their participants to recognize words that were presented very briefly on the computer screen. Some of their participants had not eaten for 10 or 24 hours, whereas others had had a snack just prior to the experiment. Moreover, the words were either food-related or not. As expected, hungry participants were faster at detecting food-related words than neutral words. However, no such difference was observed in those participants who were not hungry. Parallel results were recently obtained by Aarts, Dijksterhuis, and De Vries (2001) for thirst and thirst-related words. 

Also, the accessibility of need-relevant concepts may guide the interpretation of stimuli. For example, Bruner and Goodman (1947) showed that poor children overestimated the size of coins but not the size of cardboard circles. McClelland and Atkinson (1948) demonstrated that hungry participants as compared to saturated participants were more likely to interpret ambiguous stimuli as food-related objects. 

Additionally, we would expect that homoeostatic states moderate motivational orientations. For example, the approach orientation that is elicited by a delicious meal will be strengthened if the person is hungry, and attenuated or even replaced by avoidance if the person is completely saturated. Because the Impulsive System is capable of discriminative learning, the connections between perceptual conditions and motivational orientations are conditional in that proprioceptions of homoeostatic states serve as discriminant stimuli. 

Taken together, homoeostatic disregulation seems to activate concepts relevant to the satisfaction of the underlying need. From the perspective of the Reflective-Impulsive Model, this can be understood as a tuning of the Impulsive System towards need-specific actions. In addition, reflective regulation of the need is enhanced because deprivation generates a specific experiential awareness in the Impulsive System, which may serve as input to the Reflective System. As a result, the person may decide on how to eradicate his state of deprivation and develop appropriate behavioral strategies. 

Automatization

During the last 15 years, researchers have increasingly recognized that mechanisms of social cognition may occur in an automatic fashion. Defined by the characteristics of awareness, intention, efficiency and control, “automaticity” has become one of the most lively fields of research (see Bargh, 1989). 

From the perspective of the Reflective-Impulsive Model, various processes can become more automatic over time. In particular, they may become more efficient, occur without intention, or may become hard to control. 

Of the two systems, the Impulsive System is most strongly linked to automatic processing (see thesis 3). Many impulsive processes occur unintentionally and are thus highly efficient. For example, the activation of concepts in the associative store and subsequent processing may occur without intention or even awareness. Also, overt behavior can be elicited automatically. Motor-schemata can become associatively tied to situational or conceptual representations. Thus, a direct link between perception and behavior can emerge without intentional mediation (Dijksterhuis & Bargh, 2001). At the same time, however, such perception-behavior links may be hard to control through reflective interventions.

Because the overall effectiveness of the two systems depends on an efficient allocation of capacity, it is necessary for processes that are originally controlled by the Reflective System to be eventually delegated to the Impulsive system. This “automatization” of reflective operations occurs as a function of practice. In particular, the greater the frequency with which associative links that have been generated through reflective processes (such as propositional categorizations or inferences) are activated, the greater the likelihood that the same mechanism may be elicited without awareness, intention, efficiency, or control. 

Thus, automatization can be understood as an associative simulation of reflective processes, and not merely as the automatization of these processes themselves. In other words, the psychological nature of reflective phenomena is assumed to change as a function of their automatization. As Lieberman, Gaunt, Gilbert, and Trope (in press) have recently put it: "The idea that automatic processes are merely faster and quieter versions of controlled processes is theoretically parsimonious, intuitively compelling, and wrong (p. 5)”.

This conceptualization implies some limitations to automatization. An example is the operation of negating. Because “negating” consists of a reversal of a truth value, it requires a propositional categorization. If a negation is linked to a behavior in the form of a prohibition (“Don’t do X!”), an automatization through associative simulation may fail and produce the opposite behavior. 

Enter Fig. 7 here

Application to phenomena in social psychology

In the remainder of this manuscript, we shall discuss the implications of the Reflective-Impulsive Model for various aspects of social psychology and illuminate its potential for explaining different facts of social behavior. 

Implicity and Explicity in Attitudes, Prejudice, and Stereotyping

In the last decade, research in social psychology has increasingly focused on “implicit” phenomena (e.g., Farnham, Greenwald, & Banaji, 1999). In particular, central concepts such as stereotypes, prejudice, attitudes, or goals were assumed to operate not only as contents of consciousness, but also outside of conscious awareness (e.g., Banaji, 2001; Blair, 2001). To study implicit processes, new methods of research have been developed (e.g., Maass, Castelli, & Arcuri 2000). In the following paragraphs, we will describe some implicit phenomena from the perspective of the Reflective-Impulsive Model.

Dual Attitudes

In a recent article, Wilson, Lindsey, and Schooler (2000) proposed that attitudes have two components that may or may not be activated at the same time. As they put it, a person may hold a “dual attitude” toward a topic. Specifically, Wilson et al. (2000) distinguish between implicit and explicit attitudes. Implicit attitudes are characterized as habitual evaluations that are slowly learned, automatically activated, and assumed to influence primarily responses that are uncontrollable or not seen as attitudinal expressions, and can be overridden by explicit attitudes. Explicit attitudes, in contrast, are assumed to be evaluative responses that are rapidly acquired and activated with the use of cognitive capacity and motivation, and are assumed to influence primarily controlled behavior. While the distinction between implicit and explicit attitudes is useful in dealing with a great number of psychological phenomena (e.g., stereotyping and prejudice or affective perseverance; see Wilson et al., 2000), how the differences between implicit and explicit attitudes relate to the mechanisms of memory and reasoning has still not been explored. 
From the perspective of the Reflective-Impulsive Model, explicit and implicit processes are allocated in the Reflective System and the Impulsive System, respectively. Because the two systems operate according to different mechanisms, it is not immediately obvious why their outcomes should refer to the same phenomenon. Even if the different processes in the Reflective System and Impulsive System lead to the same behavioral consequences, it does not follow that they refer to the same underlying concept that is merely represented in different formats.

If the concept of “dual attitudes” can be explained by the different operating processes in the two systems, the concept of an implicit attitude may be construed as a strong association between the representation of an object and a positive or negative evaluation. Empirically, this would imply that this association develops slowly, that it is automatically activated, and that it most likely influences behavior if it is not under the control of the Reflective System. The same holds for implicit stereotypes, which can be conceptualized as associative clusters of features. Explicit attitudes, on the other hand, can be understood as reflective constructions that are based on what is believed to be good or instrumental with respect to a superordinate goal or norm (& Ajzen & Fishbein, 1980). For example, there may be a close link between "beautiful" and "intelligent" in one’s associative memory and an attractive person may be more likely to be judged as intelligent if the impulsive characteristic of speed determines the decision. However, a more deliberate judgment may still generate the conclusion that intelligence does not necessarily follow from beauty.

Automatic Attitude and Prejudice Activation

A plethora of studies (see Fazio, 2001) have demonstrated that attitudes may be activated very quickly, efficiently, unintentionally, or even unconsciously upon the perception of the attitude object. In his influential MODE model, Fazio (1990) specifies the circumstances under which attitudes may automatically influence behavior. In particular, Fazio assumes that only strongly associated attitudes will exert automatic influences. The main process through which attitudes may influence behavior spontaneously is by influencing the perception of the situation. The resulting behavior, however, is a direct function of this perception. If motivation and cognitive resources are high, however, more deliberate considerations and effortful search in memory may prevail and determine the perception of the situation and finally the behavior. 

While the mechanisms of the Reflective-Impulsive Model are consistent with the tenet that motivation and opportunity (for thorough processing) are preconditions for reflective choice, the model proposes a somewhat different mechanism for what is assumed to occur in the "spontaneous" path of the MODE model. Both models assume that objects can be associated with a positive or negative valence as well as with features that possess a positive or a negative valence. The MODE model suggests that the activation of such positive and negative associations may tune the perception of the situation, which then influences behavior through the Reflective System. While the Reflective-Impulsive Model includes this mechanism as a possibility, it also affords an alternative option that does not require the operation of the Reflective System. Specifically, a behavior may be influenced by its facilitation through a motivational orientation that is activated by the valence of the processed contents (see Thesis 10). Finally, the Impulsive System provides for the possibility that perception is directly linked to motor-schema, allowing for an even more direct path to behavior than the MODE model (see Thesis 6). Thus, from the perspective of the Reflective-Impulsive Model, the "behavioral component” of an attitude has both a reflective and an impulsive meaning: reflective in that it refers to a behavioral decision that is derived from an evaluation, and impulsive in that it refers to action tendencies that are directly associated with the evaluative features of the attitude object.

Automatic Activation of Stereotypes

In the Impulsive System, stereotypes can be seen as clusters of features that may tone perception and facilitate the execution of associated behaviors. At the same time, we assume that propositional categorizations are influenced by the accessibility of concepts in the associative store that is part of the Impulsive System (see Thesis 5). Because of the low threshold for entering the Impulsive System, the perception of elements that contain stereotypical features will automatically activate the complete stereotype, which will then influence further reflective as well as impulsive reactions. Because the Reflective System uses contents that are stored in the Impulsive System, the automatic activation of a stereotype will provide the basis for subsequent reflective processes. This is particularly likely because an increased accessibility in the associative store is not tagged to the source of the original activation. As a consequence, deliberate corrections for the inappropriate influences are not possible (e.g., Strack & Hannover, 1996), since reflective processes normally do not represent the state of the associative store the information is derived from. However, metacognitive knowledge about one’s own stereotypes can be generated or communicated and further used to correct (Strack & Hannover, 1996) stereotypical reactions, as long there is enough motivation or capacity for doing so (Devine, 1989). 

The Implicit Association Test (IAT) 

Recently, a great deal of interest was generated by a “test” that was presented as being able to identify stereotypes and prejudices that are not consciously accessible. The Implicit Association Test (IAT), developed by Greenwald and his colleagues (Greenwald, McGhee, & Schwartz, 1998), offered direct access to people’s attitudinal unconscious. In this test, participants have to indicate whether a stimulus (e.g., a photo of a person) belongs to a category that has characteristics which are negatively evaluated (e.g., African Americans, the elderly). Most important, the categorization has to be performed by a motor action that is either compatible or incompatible with the category. Compatibility or incompatibility is generated by an interspersed task in which the particular response is associated with a valence that matches or does not match the valence of the category. For example, participants in the IAT learn in many practice trials to press a key with their right index finger to indicate that a word is positively connotated. Subsequently, they are presented a photo of a black person and have to use the same motor response to assign this stimulus to the category “African American.” When these responses are made under time pressure, more category errors result if stimulus and response are incompatible than if they are compatible.

The interpretation of these findings aroused great controversy among social psychologists, particularly when the IAT was interpreted as a device to reveal the “unconscious stereotypes” (see Banaji, Hardin, & Rothman, 1993) of people who did not consciously endorse the stereotype in question. Thus, the IAT was seen as the equivalent of a lie-detector test to identify people’s actual attitudinal beliefs.

From the perspective of the Reflective-Impulsive Model, the implications of the IAT results are somewhat less mysterious. In our view, endorsing a stereotype occurs in the Reflective System , because it consists of assigning a truth value and creating a belief. Associative structures and mechanisms, in contrast, belong to the Impulsive System. Thus, a person may believe that an African American does not possess the negative characteristics of the group stereotype. At the same time, these characteristics may still be associatively tied to the category (see also, Lepore & Brown, 1997). This distinction allows for at least two predictions.

The first prediction concerns the occurrence of behavioral discrimination. That is, if a stereotype creates a problem for society, it is because it guides actions. For example, if people are denied a job or an apartment because of their membership in a stereotyped category, such a decision contradicts basic values of a democratic society. Fortunately, public campaigns (e.g., for “political correctness”) and more specific anti-discrimination laws have greatly reduced behavioral discrimination that is based on reflective decisions. One might infer that more people believe that stereotypes are wrong or that using them as a basis for behavioral decisions is socially undesirable.

At the same time, however, it appears that African Americans to continue to suffer discrimination in actions that are based less on reflective decisions. For example, in states of high arousal or time pressure, they are much more often the victims of violence than one would expect from normative considerations. In particular, African Americans are more likely to become victims of police beatings and are more often shot to death by police officers. Without denying other factors that may play a role, it seems clear that such behavior is under little reflective control but impulsively determined. If the Reflective-Impulsive Model is correct, impulsive behaviors should not be determined by what people believe to be true, but by the existing associations. However, the degree to which a behavior is controlled by the Reflective or by the Impulsive System depends on external and internal conditions, such as time pressure or autonomic arousal. In the first case, the behavioral decision is based on what comes to mind and the reflective processes are truncated. In the second case, deliberation may be completely switched off because the behavior is determined by the dominant response (e.g., Zajonc, 1965). In both cases, the action is not determined by what is believed to be good, but by the strength of the association.

A naturalistic paradigm in which these conditions were met was devised by Doob and Gross (1968). These authors had a confederate drive a car and stop at a red traffic light. More important, when the light changed to green, the confederate’s car failed to move and created an obstacle for the driver immediately behind. In this obvious case of frustration, the authors looked at the frequency of honking and its onset as indicators of aggressive behavior. In a variant of the paradigm, Forgas (1976) manipulated the presumed nationality of the confederate as an independent variable. Applying Doob’s and Gross’ procedure to the European situation, Forgas changed the nationality sign of the obstacle car and recorded the frequency and the latency with which the car behind honked its horn. In several European countries, he found that the overall valence of the stereotype at the time was reflected in the frequency of honking and the speed of its onset.

Although this was not explicitly tested, it seems safe to assume that the honking was an impulsive act that was facilitated by existing associations, and not a reflective decision based on a belief about a stereotyped characteristic of the driver.

The mechanisms of the Impulsive System imply that the effects of the IAT do not depend on people endorsing a stereotype. Rather, one would assume that they will be observed not only in people who believe that a stereotype is true, but also in people who believe it to be false. Specifically, people who are often exposed to a stereotype, either as victims or even as civil-rights activists, should also be affected. In fact, preliminary and anecdotal evidence suggests that African-American people show the IAT effect for their own group stereotype (Ottaway, Hayden, & Oakes, 2001), and the same seems to be true even for activists working against racial discrimination (TV program on the IAT in the Discovery Channel on March 20, 2000).

Intuitive and Heuristic Judgments.

As mentioned earlier, theorizing in social psychology has recently been enriched by a considerable number of models that distinguish between two processes that follow different psychological principles (see Chaiken & Trope, 1999). Although they differ in various aspects, most models (for an alternative view, see Kruglanski & Thompson, 1999) agree that there are two psychologically distinct ways of generating social judgments. First, there is a “systematic” mode in which judgments are formed following rational or logical principles of information processing. In addition, there is an “intuitive” or “heuristic” mode in which judgments are generated in ways that are based not on systematic processing, but on various simplified procedures that afford decisions under suboptimal conditions.

At first glance, the Reflective-Impulsive Model may seem to be yet another variant of these two-process models. This, however, is not the case. First there are no “reflective” versus “impulsive” ways to social judgments that people can choose as alternatives. Rather, we assume that judgments and decisions are exclusively made by the Reflective System while the Impulsive System is operating in parallel (see Thesis 2). How then can the Reflective-Impulsive Model account for intuitive or heuristic judgments? 

The answer rests on a more detailed analysis of what we mean by judgments that are not generated in a systematic fashion. In general, there seems to be agreement that they include shortcuts that allow people to circumvent effortful and time-consuming systematic processing. From the perspective of our model, there are three types of shortcuts driven by noetic, experiential, or behavioral processes.

Noetic shortcuts are conceived as simplifying inferences that are based on characteristics of the target. An example is the belief that a long, persuasive message is more valid than a short message (Eagly & Chaiken, 1993). Thus, the general principle “length implies strength” is used as a premise in an inference (see Kruglanski & Thompson, 1999) that allows a person to make a decision without tediously scrutinizing each argument. In a related fashion, the rule “similarity implies category membership” may simplify propositional categorizations that would otherwise require complex computations using base-rate probabilities (see Tversky & Kahneman, 1982).

At the same time, there are experiential shortcuts, which are conceived as simplifying inferences based on subjective experiences. For example, the mental effort that is experienced while trying to generate a judgment may become the basis for an inference about the target. Both the probability of an event’s occurrence (Tversky & Kahneman, 1973) and the fame of a person (Jacoby, Kelley, Brown, & Jasechko, 1989, see also Strack & Neumann, 2000) seem to be determined by the experienced mental effort. Similarly, affective experiences (such as current mood) may become the basis for inferences about one’s own global well-being (Schwarz & Clore, 1983) or for judgments about consumer goods (Wänke, Bohner, & Jurkowitsch, 1997).
Noetic and experiential components are combined in a third shortcut that immediately follows from a mechanism described by the Reflective-Impulsive Model: a judgment may be based on a behavioral tendency or a motivational orientation that is produced by the Impulsive System. Extending the logic of self-perception theory (Bem, 1967), the noetic and experiential representation of one’s behavioral tendencies may enter the Reflective System before they are actually carried out. Thus, a person noting that he or she is driven to approach a given target may translate this experience into knowledge and use it for inferences about the target.

According to the model we are presenting, the Impulsive System plays a passive role in heuristic and intuitive judgments. In particular, its operation may provide an experiential awareness and the associative contents to which mental shortcuts are applied. However, the application of these simplifying rules of reasoning takes places in the Reflective System. This is indicated particularly by the fact that judges may correct for lacking representativeness in the noetic or experiential basis of the judgment. The correctional mechanism in situations where affect is used as information has been repeatedly demonstrated and discussed by Schwarz and Clore (e.g., 1996; for a more general perspective, see Strack, 1992; Strack & Hannover, 1996).

Thus, although it may seem tempting to connect nonsystematic judgments to specialized “intuitive” or “heuristic” processes, the explanation provided by the Reflective-Impulsive Model is quite different. In particular, the model suggests that although judgments and decisions are made in the Reflective System, it is important to understand its interactions with the Impulsive System. This is particularly obvious in the case of experiential shortcuts where one must ask under what conditions and at what points in the judgmental sequence subjective experience may enter into the Reflective System.

Regulatory Focus

One of the most influential theories on the psychology of motivation in recent years has been the "Regulatory Focus Theory" ("RFT" Higgins, 1997). Because RFT has clear implications for the role of approach and avoidance, it is relevant to the Reflective-Impulsive Model. In particular, RFT agrees with the conventional view or "hedonic principle" (e.g. Gray, 1982; Lang, 1995) that consideration of the presence of a positive valence as an outcome ("gain") elicits a type of approaching behavior that is described as "promotion focus," while consideration of the presence of a negative valence as an outcome (“loss”) elicits an avoidance behavior or a "prevention focus." However, RFT contradicts the hedonic principle when it comes to the motivational effects of considering "non-gains" and "non-losses" as outcomes. While the hedonic principle would categorize a "non-gain" as negative and would therefore predict a motivational orientation of avoidance, RTF would consider a "non-gain" as an event that is connected to promotion focus and should therefore elicit approach-type behaviors. Similarly, the hedonic principle would assign "non-loss" a positive valence and link it to the approach system, while the RFT would predict the operation of a prevention focus and therefore an avoidance-type behavior. Thus, in the case of immediate "gains" and "losses," RFT and the hedonic principle make the same predictions, while in the case of "non-gains" and "non-losses," the predictions from RFT are exactly the opposite. 

Interestingly, both points of view seem to be supported by empirical findings. For example, experiments reported in a review of the literature on operant and Pavlovian conditioning conducted by Rescorla and Solomon (1967) support the predictions derived from the hedonic principle for "non-losses" and "non-gains.” In one study (Ray & Stein, 1959), rats learned that a high tone was associated with a negative event (an electric shock), whereas a low tone was associated with the omission of the shock. In a second part, the animals had the opportunity to press a bar for the delivery of milk. This approach behavior was suppressed when the signal for punishment (the high tone) was presented simultaneously. Interestingly, the signal for non-punishment (low tone) facilitated the approach behavior above baseline responding. 

Other research reviewed by Rescorla and Solomon (1967) as well as Klein (1996) indicates that conditioned signals for non-reward facilitate avoidance behavior and that signals for non-punishment inhibit avoidance behavior. This is clearly at odds with RFT, while it fits perfectly the predictions from the hedonic principle. 

At the same time, there is a great number of studies supporting the relevant predictions of RFT (for a review see Higgins, 1999). However, it is important to note that these studies were conducted with human participants, using paradigms that were quite different from those described in the animal research above. In particular, different regulatory foci were frequently induced through the use of verbal instructions such as "If you make no mistakes you will not be punished" (prevention focus), or "If do not succeed you will not gain" (promotion focus) (e.g. Crowe & Higgins, 1997; Förster, Higgins, & Idson, 1998; Idson, Liberman, & Higgins, 2000; Shah, Higgins, & Friedman, 1998). Induced by such instructions, regulatory focus was shown to influence a wide range of behaviors in speed-accuracy tasks, emotional responding, and even creative behavior (see Higgins, 1998). For example, some subjects in one experiment by Crowe and Higgins (1997) were instructed that they would not have to perform a disliked task if they "don't do poorly on the exercises" (prevention focus), while others where instructed that if they “don't do well” on the exercises, they would have to do a disliked task (promotion focus).8 In several cognitive tasks, subjects in the prevention focus were more cautious and slow, and thus more accurate, than subjects in a promotion focus. Although these manifestations of prevention versus promotion are no direct measures of approach and avoidance, they are conceptually related to it by RFT.

To summarize, RFT treats the prospect of non-gains as eliciting a promotion focus, associated with approach-like behavior, while the same prospects trigger the avoidance system in classic approach-avoidance theory. Similarly, RFT treats non-losses as events that stimulate avoidance-like behavior, whereas the hedonic principle regards non-losses as events that stimulate the approach system. Because there is evidence for both perspectives, the question arises as to how the two underlying conceptual notions that seem to contradict each other might be reconciled. 

A possible solution may be derived from the Reflective-Impulsive Model. In particular, one might argue that many of the experiments supporting RFT follow a paradigm in which the expectations of the consequences of people’s actions were induced verbally, while the classic approaches use conditioning procedures to encode similar information. Depending on the regulatory-focus condition, the description of the outcome includes negations such as "if you’ll not fail you'll not loose money." According to the Reflective-Impulsive Model, the comprehension of sentences like this one presupposes an operating Reflective System, because the meaning of the sentence depends on the correct application of the negation. Because motivational orientations toward approach and avoidance are assumed to be located in the Impulsive System, the effect of such instructions requires an interaction of the Impulsive and the Reflective System. Thus, the sentence "If you'll not fail you'll not loose" is likely to activate the concepts "fail" and "loose" within the Impulsive System, which are linked to avoidance orientation. Correspondingly, the sentence "if you'll not succeed you'll not win" will strongly activate the concepts "succeed" and "win" in the Impulsive System and consequently lead to an approach orientation. Moreover, in addition to this indirect way of activating approach and avoidance orientations via the Reflective System, the Reflective-Impulsive Model also predicts a more direct activation. In line with classic hedonic assumptions, we propose that this direct activation is governed by the hedonic principle of pleasure and pain. The presence of positive states and the absence of negative states activates an approach orientation, whereas the presence of negative and the absence of positive states activates an avoidance orientation. 

From the perspective of the Reflective-Impulsive Model, phenomena of regulatory focus are seen as a joint effect of both reflective and impulsive mechanisms. The dissociation between the effects of indirect verbal versus direct conditioned activation of "non-gain" and "non-loss" expectancies can then be understood as the consequence of different properties of the Impulsive System and the Reflective System. Thus far, however, this interpretation is speculative and subject to empirical testing. 

Accountability

In many social and cultural contexts, human behavior needs to be justified. That is, people have to explain to others why they have chosen a particular course of action. To be sure, such explanations are partly a function of the anticipated evaluations by the audience (e.g., Tetlock, Skitka, & Boettger, 1989). At the same time, they are also influenced by the point in time at which people are instructed to account for what they did, that is, before or after the action. Such pre- versus post-decisional accountability has been found to differ in various respects (for a recent review, see Lerner & Tetlock, 1999). From the perspective of the proposed Reflective-Impulsive Model, accountability should greatly depend on the degree to which the Impulsive System contributes to execution of a behavior. This, of course, also depends on whether people expect that they have to justify their behavior. If they do, they are more likely to generate a behavioral decision that is based on reflective processing. Subsequently, they may recall their noetic decision to account for their behavior. If, in contrast, the behavior is largely determined by impulsive processes, people may try to reconstruct noetic decisions from which a behavioral decision would follow.

Note that under some circumstances it may be to the actors’ advantage not to be held accountable for what they did. For example, having hurt or even killed another person will result in a more lenient sentence if the defendant can prove that the behavior occurred impulsively. In such a situation, the consumption of alcohol will be taken as an indication that the crime was not premeditated but spontaneous. In other situations, however, the consumption of alcohol will increase the judged severity of a misdeed. This is the case for an accident that occurred as a consequence of drunk driving. Here, the actor is assumed to be accountable for the effects of consuming alcohol because the decision to drink was made despite the anticipation of subsequent driving.

In sum, in the current perspective, accountability is generated by reporting the noetic decisions that led to the behavior. The degree to which these decisions are remembered or constructed depends on the determination of the behavior and, of course, on the conditions that facilitate or inhibit remembering one’s own decisions (for a related phenomenon, see Bless & Strack, 1998). Moreover, the expectation of having to account for a behavior before it is performed will increase the likelihood that actors will engage in reflective processing and base their behavioral decisions on their assessment of value and probability.

Aggressive behavior 

Agression seems to be a prime example of impulsive behavior, because many aggressive acts are not carefully planned but occur in a blind rage. However, the label “aggression” is also applied to harm that is afflicted with intention and in cold blood. To capture the different facets of this phenomenon, researchers have proposed classifications of aggressive behaviors. Most prominently, it has been suggested that we differentiate between hostile and instrumental aggression (Feshbach, 1964). While hostile aggression is defined as being driven by an immediate desire to hurt someone, instrumental aggression is defined as being caused by motives other than hurting someone, for example, by the motive to obtain another person’s money. Recently, this dichotomy has been called into question (e.g. Bushman & Anderson, 2001), for two main reasons. First, it confounds processing characteristics with the means of the action. While hostile aggression often appears with little cognitive control, instrumental aggression is seen as a controlled act. Second, it cannot account for aggressive acts that are driven by multiple motives. From the perspective of the Reflective-Impulsive Model, we share this criticism. Although most aggressive acts are the result of an interaction between reflective and impulsive processes, the psychological nature of aggression may be better understood if we differentiate between aggressive acts that are predominantly influenced by impulsive mechanisms and those that are the outcome of deliberate decisions. 

Health Behavior

Insights from social psychology have often been applied to influence health-related behaviors such as smoking, overeating, or engaging in unprotected sex (e.g., Stroebe, 2000). Most prominently, theories of social learning and reasoned action have been harnessed to explain and change people’s unhealthy behaviors (Conner & Norman, 1996). In particular, people’s probability assessments for both the negative outcomes of their unhealthy behaviors (e.g., Jeffrey, 1989) and the success of their attempts at exercising control (Bandura, 1997) are seen as determinants of intentions to change those problematic behaviors. Recently (Albarracín, Johnson, Fishbein, & Muellerleile, 2001), the use of condoms was analyzed as an example of reasoned action and planned behavior. Of course, trying to influence people’s intentions has clear implication for social and political intervention in that people’s behavior will change if it is possible to change their beliefs about valence and outcome.

There is no doubt that deliberation is an important determinant of human action. At the same time, however, such attempts often fail in the domain of health-related behaviors. As Stroebe (2000) has put it: “Even if individuals are persuaded to change health-impairing behaviors, they often find it difficult to act on these intentions” (p. 267).

The present model takes these difficulties into account. Specifically, it assumes that both the Impulsive System and the Reflective System contribute to the execution of the intended behavior. In the case of unhealthy behaviors, however, this joint influence often operates in an antagonistic fashion. For example, in the case of condom use, actors are in a strong approach orientation which strongly facilitates compatible behaviors and makes it difficult to exercise reflective control, i.e., to interrupt intercourse to unwrap and apply a condom. From the current perspective, one would predict that condom use should be easier if it is initiated before the onset of the sexual act.

Some health-relevant behaviors occur in a cycle of deprivation and saturation. Applying the Reflective-Impulsive Model leads to the prediction that individuals might formulate intentions to change their behavior while in a saturated state. In the state of deprivation (i.e. nicotine withdrawal or hunger), however, motor schemata that will reduce the acquired need will be impulsively activated (see Thesis 11). Again, intentional control will be difficult to exercise against this antagonistic force.

In sum, we believe that to understand health-related behaviors and the difficulty of engaging in them, we also need to understand the dynamics of the influences that are not intentional in nature. In this endeavor, questions of temptation and even addiction should be considered an important issue of social psychology.

Impulsive Buying

Impulsive influences have long been recognized in the domain of consumer behavior, (e.g., Clover, 1950). In particular, it has been observed that in contrast to what the rational model of economics would predict, consumers’ buying behavior is not always determined by an assessment of value and expectancy, but also by “a strong, sometimes irresistible urge: a sudden inclination to act without deliberation” (Goldenson, 1984, p. 37). Moreover, impulse purchases were found to occur with buyers with diminished regard for their consequences. (Rook, 1987).

This tendency, which is often associated with an experience of an immediate desire (e.g., Loewenstein, 1996), is systematically exploited by advertising and marketing strategies. For example, a product may be presented in such a way that consumatory tendencies are elicited. This can be achieved by emphasizing the sensory dimensions that are associated with the product, instead of focusing on its utility. Also, the more accessible the goal of hedonic gratification, the greater the likelihood of impulsive buying (Ramanathan & Menon, 2001). Moreover, impulsive buying may be facilitated by distracting people from the negative consequences of their purchase (i.e., having less money available). This is achieved by offering attractive consumer loans and particularly by encouraging the use of credit cards (Paulsen, Rimm, Woodburn, & Rimm, 1977), which allow consumers to buy spontaneously even if they do not have the necessary funds at their disposal.

While the phenomenon of impulse buying is well described in consumer psychology, its underlying mechanisms are still not sufficiently understood (see Rook, 1987). The present Reflective-Impulsive Model offers a framework in which impulsive buying is understood as a special case of behaviors that are impulsively determined. Thus, mechanisms described in this article can be directly applied to this variant of consumer behavior. 

Conclusion

In this article, we have advanced the position that behavior is determined not only by assessments of probability and value. This means that social behavior is not exclusively determined by people’s attitudes. Rather, it is important to consider impulsive influences and study their interaction with the components of reflective determination.

This view has important implications for social psychology. In particular, it allows us to focus on social phenomena that have been relegated to the status of abnormal behavior or completely abandoned. One example is addiction, a psychological category which may not be confined to the abuse of drugs, but also describes other behaviors that are difficult to control by intention. Obvious examples are overeating, gambling, watching TV, or surfing the internet.

More important, the proposed perspective may help recover some phenomena that are considered to be the precursors of social psychology, specifically, the psychology of mass behavior (Le Bon, 1895, see also Freud, 1921; MacDougall, 1920). Despite the insights that have been gained by replacing the mass by the group, social psychologists are ill at ease when it comes to explaining social behaviors that are not guided by people’s attitudes, such as vandalism, riots, uprisings, and many facets of aggression and violence. Unlike Le Bon, we do not have to invoke an irrational and emotional group mind that is susceptible to hypnotic suggestion. Instead, our understanding of the mechanism of impulsive actions and of the conditions under which they occur will provide us with a more complete picture of social behavior.

Another advantage of the Reflective Impulsive-Model is that it lends itself to approaches from neuroscience. Although it seems difficult to link the Reflective System and the Impulsive System as a whole to specific brain structures, this may well be possible for specific psychological processes described in the model. Take for instance impulsively aggressive behavior that is due to reflective underregulation. Neuroscientists have convincingly argued that such underregulation correlates with structural damage to the prefrontal cortex (Raine, Lencz, Buhrle, LaCasse, & Colletti, 2000). In addition, damage in the nucleus accumbens may be related to deficits in the Impulsive System (Cardinal et al., 2001). The notion that reflectively generated attitudes and impulsive responses that both express evaluations might be due to the operation of different systems was recently supported by a neuropsychological study conducted by Phelps and her colleagues (Phelps et al., 2000). Based on findings from brain imaging, amygdala activity appeared to be correlated with impulsive behavior indicating prejudice against African Americans, while it did not correlate with reflective expressions of racial attitudes. This suggests that the amygdala may be capable of detecting stimulus valence extremely fast (Morris, Öhman, & Dolan, 1998) and before it can be processed by the Reflective System. The distinction between flexible and fast acquisition of information in the Reflective System, and slowly changing representations in the Impulsive System was recently linked to neocortical and hippocampal structures (McClelland, McNaughton, & O'Reilly, 1995). Of course, these few examples are only a sketch of possible interconnections between the two lines of research. A more thorough analysis, however, is beyond the scope of this article.

Another area to which these principles can be extended is that of behavioral disorders. Until 1964, psychological research on social and abnormal phenomena was published in the same scientific journals. Since then, however, normal and abnormal behaviors have been seen as distinct categories and explained by different theoretical models. From the perspective of the Reflective-Impulsive Model, the difference between the two types of behavior is only one of degree, not of kind. What we call “abnormal” can often be described as the chronic determination of a behavior through only one operating system. For example, phobic behaviors may be understood as being predominantly controlled by the Impulsive System. The automatic associations of a stimulus with a fear response may then be assessed with “implicit” measures like the Implicit Association Test (e.g., Teachman, Gregg, & Woody, 2001). Similarly, depression may be accompanied by an automatic tendency to negatively evaluate information that is relevant for the self. Results from the IAT suggest that this is the case (Gemar, Segal, Sagranti, & Kennedy, 2001).

In conclusion, the present conceptualization suggests that social psychology should recognize the importance of an impulsive determination of social behavior and study its mechanisms, particularly its interaction with the reflective determinants that are the primary focus of our theorizing. In this endeavor, it may be not enough to duplicate the processes or outcomes of the Reflective System and propose “implicit” decisions. Instead it seems necessary to study the unique mechanisms that drive the system and understand it's adaptive value in guiding behavior under suboptimal circumstances. 

As mentioned before, economists whose theories are entirely devoted to the Reflective System call their object of inquiry “homo rationalis,” the rational human being. Social psychologists talk about the “social animal,” which acknowledges our biological heritage and the fact that we are made of flesh and blood. Economists believe that what psychology can contribute to their models is that humans are not always rational. Of course, psychologists have much more to contribute. We can offer insights about social behavior that explains how the steering system we have inherited works and how it cooperates with the control system that has been imposed on us by education, culture, and society.
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Footnotes

1Interestingly, McDougall's book was titled "An introduction to social psychology".

2One might argue that even the behavior of non-primates follows the principles of expectancy and value. Indeed, many animal studies show that a rat's behavior, for example, is extremely sensitive to changes in the probability or value of a reward. Moreover, a wide range of species was shown to follow the principle of probability matching, which is highly adaptive in environments with changing reward-contingencies. Surely, one could describe behavior from a "non-statement" point of view “as if” it were driven by the assessment of expectancy and value, thus refraining from postulating that the animals indeed made a choice on that ground. However, this type of theorizing is that of a radical behaviorist (according to Staddon’s , 2001, classification) as it does not postulate psychological processes but only relations between situations and behaviors. 

3And obviously, both are successful ways to scientific insight, which is documented by the fact that proponents of both approaches are nobel laureates. Frisch, Lorenz, and Tinbergen were honored in 1973 for their ethological discoveries, and Becker in 1992 for his application of microeconomical theories to non-market behavior. 

4Efficiency refers to satisfying both goals of parsimony and exhaustiveness of scientific theories. 

5The term “noetic” was introduced to experimental psychology by Tulving (1985), who differentiated between “anoetic,” “noetic,” and “autonoetic” kinds of consciousness.

6Marr (1982) distinguished between the computational, algorithmical, and implementational level of cognitive processes. 

7The term “syllogistic” is meant to refer to all types of rules that are used for the transfer of truth from the premises to the conclusion. There are no implications about the validity of such syllogistic inferences.

8There were other conditions irrelevant to our discussion. 

Figure captions

Figure 1. Overview of the Reflective-Impulsive Model. Note that reflective and impulsive processes are represented by solid or broken lines, respectively.

Figure 2. Activation of a hypothetical "elderly cluster" in the Impulsive System. The perception of gray hair leads to a higher accessibility of associated contents and may facilitate associated behavior.

Figure 3. Schematic representation of a propositional categorization. The concept “elderly” and “person” as well as the relation "is a" are retrieved from the Impulsive System and transformed into a proposition.

Figure 4. Sources of activation in the Impulsive System. Perception, reflective processes, and behavior may activate associated contents in the Impulsive System.

Figure 5. Impulsive and reflective activation of competing motor schemata. While the perception of a desert directly activates an approach tendency, the noetic decision to lose weight leads to the behavioral decision to go for a walk instead of eating the desert. 

Figure 6. Principles of motivational orientation

Figure 7. Overview of the complete Reflective-Impulsive Model.
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